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ABSTRACT

The objective of this research is to propose, develop and demonstrate chemical
production complex optimization to determine the optimal configuration of chemical
plants in a superstructure of possible plants. The Chemical Complex Analysis System
is a new methodology that has been developed to determine the best configuration of
plants in a chemical production complex based on the AIChE Total Cost Assessment
(TCA) for economic, energy, environmental and sustainable costs.

All new, energy-efficient, and environmentally acceptable plants using
greenhouse gases that can produce potentially commercial products designed with
HYSYS were integrated into the chemical complex using the System. The optimum
configuration of plants was determined based on the triple bottom line that includes
sales, economic, environmental and sustainable costs using the System. From eighteen
new processes in the superstructure, the optimum structure had seven potentially new
processes including acetic acid, graphite, formic acid, methylamines, propylene and
synthesis gas production. With the additional plants in the optimal structure the triple
bottom line increased from $343 to $506 million per year and energy increased from
2,150 to 5,791 TJ/year.

Multicriteria optimization has been used with Monte Carlo simulation to
determine the sensitivity of the optimal structure of a chemical production complex to
prices, costs, and sustainable credits/cost. In essence, for each Pareto optimal solution,
there is a cumulative probability distribution function that is the probability as a

function of the triple bottom line. This information provides a quantitative assessment

XXV



of the optimum profit versus sustainable credits/cost, and the risk (probability) that the
triple bottom line will meet expectations.

The capabilities of the System have been demonstrated, and this methodology
could be applied to other chemical production complexes in the world for reduced
emissions and energy savings. With this System, engineers will have a new capability
to consider projects in depths significantly beyond current capabilities. They will be
able to convert their company’s goals and capital into viable projects that meet

economic, environmental and sustainable requirements.
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CHAPTERI INTRODUCTION

The objective of this research is to propose, develop and demonstrate chemical
complex optimization. Chemical complex optimization is determining the optimal
configuration of chemical plants in a superstructure of possible plants. The objective
function incorporates economic, environmental and sustainable costs. The
superstructure incorporates new plants that can use carbon dioxide (CO;) as a raw
material and that can produce new products from fullerenes and carbon nanotubes.
Chemical complex optimization offers a powerful tool for plant and design engineers
to convert their company’s goals and capital to viable profits that meet economic,
environmental and sustainable requirements.

This chapter introduces the general information of chemical complex
optimization and economic, environmental and sustainable costs. The relationship of
sustainable development and Responsible Care and that of greenhouse gases and
climate change will be discussed in detail.

A. An Overview of Chemical Complex Optimization

The chemical industry is an inseparable part of the U. S. economy and has a
positive balance of the trade with more than 70,000 diverse products from various raw
materials (Pellegrino, 2000). The growth and productivity are under increasing
pressure from economic, environmental and sustainable development constraints.
Chemical complex optimization emerges as the times requires, combining economic,
environmental and sustainable costs to solve a mixed integer nonlinear programming

(MINLP) problem for the best configuration of plants. Chemical company’s goal and



capital are converted into viable projects which are profitable and meet environmental
and sustainable requirements, and also perform evaluations for impacts associated
with greenhouse gases, finite resources, and so on. Chemical complex optimization
can be employed by these projects and evaluations to help demonstrate that plants are
delivering environmental, social and business benefits that will help ameliorate
command and control regulations.

B. Introduction of Economic, Environmental and Sustainable Costs

Kohlbrand (1998) described that the companies’ activities are changing with
movement of business focus from a regional to a global basis. At the same time the
chemical industry is moving from end-of-pipe waste treatment to source reduction,
recycle and reuse. He gave an example that the cost associated with meeting
environmental regulations represented an average of 3% of sales.

Pollution prevention is becoming a critical business opportunity instead of an
environmental cost. Tools such as Total Cost Assessment (TCA), Life Cycle Analysis
(LCA), eco-efficiency and sustainable development have not developed as quickly in
the past two decades as has the opportunity to apply them (Kohlbrand, 1998). They
proved ways to develop a balance of safety, reliability, economics, quality, and an
acceptable impact on the environment and society for synthesis and improvement of
chemical process. The best plant design and product development can be defined by
modeling and optimization with multiple objective functions which incorporate

economic effects, e.g. costs, yield and long-term cost of ownership, with



environmental effects, e.g. life cycle, sustainability and contigent cost analysis
(Kohlbrand, 1998).

Chemical complex optimization is used to determine the optimal configuration
of chemical plants in a superstructure of possible plants based on existing plants. The
objective function incorporates economic, environmental and sustainable costs by the
TCA methodology. TCA methodology was presented first by Constable, et al. (2000),
and includes five types of costs considered as the criteria for the best economic-
environmental design for internal managerial decision making. These five types of
costs, respectively, are direct costs for the manufacturing site; potentially hidden
corporate and manufacturing site overhead costs; future and contingent liability costs;
and external costs (Please refer to Table 2-1 in Chapter II).

Based on TCA, Koch (2001) updated TCA to Total Business Cost Assessment
(TBCA) which is used in Dow company (Please refer to Table 2-2 in Chapter 2). They
emphasized the future and contingent liability costs, and internal intangible costs when
they assessed the total cost with probability for each scenario and then get the best
one.

Sustainable development is the concept that development should meet the
needs of the present without sacrificing the ability of the future to meets its needs.
External costs in TCA, sustainable cost and the triple bottom line are terms that
describe the impact of emissions on society. Arthur D Little (2000), a consulting
company, presented the business value of sustainable development and the essence of

sustainable development for industry.



Sustainable development is said to be an approach to meet stakeholder
expectations and develop long term prosperity. The underlying philosophy is meeting
today's needs without compromising the ability of future generations to meet their own
needs. In fact, a sustainable development approach to business is said to integrate the
pursuit of three inter-connected goals, i.e., economic growth, environmental
excellence and social responsibility. Companies in ambition-driven growth mode with
this approach can grow faster and more profitably through better innovation, greater
efficiency, staff alignment and motivation, while preserve the long-term viability of
that growth for everyone affected. In addition, Arthur D Little’s report says that the
triple bottom line in business consists of corporate responsibility, economic and
environmental issues. Its idea is that businesses should account for their performance
on economic, environmental and social criteria, and attempt to satisfy their
stakeholders on all three sets of criteria. More companies are seeking opportunities to
meet their customers’ desires to be more environmentally and socially responsible
without sacrificing the bottom line. Meanwhile, Arthur D Little (2000) combined
sustainable development with eco-efficiency that will be reviewed in next chapter, and
concluded that three dimensions of sustainable development are economic growth,
environmental quality, and social and ethical responsibility.

C. Sustainable Development and Responsible Care

Sustainable development is different from the Responsible Care program

which was developed by the American Chemistry Council (ACC) formerly the

Chemical Manufactures Association (CMA) to help overcome the chemical industry's



public image of ruthless, uncaring ambition to one of trust, honesty and credibility
(Reisch, 2001). There was a discussion on sustainability among several experts
(Reisch, 2001). Paul Reeve, executive director of UKCIA’s (the Chemical Industries
Association of the U. K.) Responsible Care program, says that Responsible Care exists
within sustainable development as an important initiative and has its social aspects
where worker safety and health are concerned, but without addressing the broad social
agenda being part of sustainable development. Also Garrity Baker, senior director of
international affairs at American Chemistry Council (ACC), points out “Responsible
Care is about how we should conduct ourselves. The notion that sustainable
development allows different actors in society to rally together”.

There are some other different opinions on the relationship between
sustainable development and Responsible Care. Sebastian Beloe, a director of
London-based SustainAbility, states that sustainable development is about new
products, new systems, and massively reducing the environmental impacts of goods
and services vs the Responsible Care that is a defensive program all about managing
threats (Reisch, 2001). Watkins (2002) raised that the chemical industry’s
commitment to Responsible Care has paved the way for progress on sustainability
even though they are different. Dupont (Watkins, 2002) believes that these two are
different since Responsible Care challenges a company to do its best with the
technology it has without challenging companies to create “real green” products and
processes. BASF (Watkins, 2002) deems that Responsible Care is an integral part of

sustainable development and it has nailed down the environmental part of three key



components of sustainable development, i.e. economic, environmental and social
development.

Along with sustainable development, eco-efficiency, which is the extent to
which economic development and ecological impacts are balanced, appears to
emphasize the relationship between producing and ecosystem. Meanwhile, in order to
get sustainable development, green chemistry and green chemical engineering are
coined closely. Sustainability metrics and Sustainable Process Index (SPI) are the two
important methods to measure the sustainability. Emission-trading system for
greenhouse gases is an important way to get sustainability according to Kyoto
Protocol (Bolin and Kheshgi, 2001).

D. Greenhouse Gas and Climate Change

The relationship between greenhouse gases and climate changes has been
studied for a long time (IPCC, 1995, 1996a, 1996b, 2001; National Research Council,
2001a). People have got to know that greenhouse gases can induce global climate
warming and emissions should be reduced, especially for CO, emissions.

D-1. Greenhouse Gases Introduction

Global warming first emerged when scientists become aware of the amount of
carbon dioxide being added to the atmosphere as a result of human activity. Jean-
Baptiste Joseph Fourier, a French scientist, discovered the greenhouse effect and John
Tyndall, an Irish physicist, measured the radiation absorption efficiencies of various
gases, a measure of their effectiveness as greenhouse gases. He was concerned that a

decrease in atmospheric CO; could lead to another ice age.



The temperature of the earth is strongly influenced by the existence, density
and composition of its atmosphere. The components of the earth's atmosphere that trap
radiation are called "greenhouse gases". All greenhouse gases absorb infrared
radiation at particular wavelengths. The sun furnishes the earth with a generous
amount of ultraviolet, visible, and infrared radiation because it radiates at 6,000 °C.
The earth in turn radiates some of the sun's energy back into space at a very low
temperature, about 15 °C. Because of this low temperature, nearly all of the earth's
radiation is in the low-energy infrared region. The greenhouse gases absorb the
radiation both entering the earth's atmosphere and being emitted by the earth itself,
causing the earth to heat up. There are multiple greenhouse-related gases, including
water vapor (H,0O), carbon dioxide (CO,), methane (CHy), nitrous oxide (N,O), odd
nitrogen compounds, the chlorofluorocarbons and their replacement, and aerosol
compounds.

The Kyoto Protocol instituted legally binding emission levels on six
greenhouse gases, i.e. CO,, CHis, N;O, HFCs (hydrofluorocarbons), PFCs
(perfluorocarbons), SF¢ (sulfur hexafluoride) (Table 1-1). The atmospheric
concentration of water vapor is nearly one percent that is larger than less than 0.04
percent of carbon dioxide. Water vapor is most common, but the effect of human
activity on global water vapor concentration is considered negligible. In addition the
anthropogenic emissions of water vapor are not factored into national greenhouse gas
emission inventories to meet the United Nations Framework Convention on Climate

Change (UNFCC) or the Kyoto Protocol.



Table 1-1 Global Warming Potentials (GWP) and Atmospheric Lifetimes (Years)

Gas Atmospheric Lifetime | 1996 GWP* 2001 GWP*
Carbon dioxide (CO;) | 50-200 1 1
Methane (CH,)" 1243 21 23
Nitrous oxide (N,0) 120 310 296
HFC-23 264 11,700 12,000
HFC-125 32.6 2,800 3,400
HFC-134a 14.6 1,300 1,300
HFC-143a 48.3 3,800 4,300
HFC-152a 1.5 140 120
HFC-227ea 36.5 2,900 3,500
HFC-236fa 209 6,300 9,400
HFC-4310mee 17.1 1,300 NA
CF,4 50,000 6,500 5,700
C,Fs 10,000 9,200 11,900
CsF1o 2,600 7,000 NA
CeF14 3,200 7,400 NA
SFs 3,200 23,900 22,200

Source: IPCC's (The Intergovernmental Panel on Climate Change) second assessment
report (1996b) & IPCC's third assessment report (2001)

a 100 year time horizon

b The methane GWP includes the direct effects and those indirect effects due to the
production of tropospheric ozone and stratospheric water vapor. The indirect effect
due to the production of CO, is not included.

Referring to Table 1-1, carbon dioxide is the most important human-released
greenhouse gas from the perspective of potential changes in future climate. Its
principle source of emission is fossil fuel use. The worldwide CO, emissions from the
consumption and flaring of fossil fuels in 1991 are listed in Table 1-2 where only the
countries with CO, emissions over 100 million metric tons carbon equivalent are
listed. Land-change in general and deforestation in particular play important roles.

Also greenhouse gases have natural sources. They come from volcanic eruptions,

ocean evaporation, and animal and plant respiration.



Table 1-2 World Carbon Dioxide Emissions from the Consumption and Flaring of
Fossil Fuels in 1999, from EIA (2002) (Unit: Million Metric Tons Carbon Equivalent)

Country CO, emissions Country CO;, emissions
Canada 153 United States 1,526

France 109 Germany 223

Italy 113 United Kingdom 144

Russia 440 Ukraine 105

South Africa 105 China 792

India 240 Japan 307

South Korea 105 World Total 6,323

In the early 1960s the concentrations of carbon dioxide and several other
greenhouse gases in the earth's atmosphere increased every year. The data from 1990
to 2000 are listed in Table 1-3 by gas, and in Table 1-4 based on global warming
potential. Also Figure 1.1 corresponds to Table 1-4. In Table 1-2 and Table 1-4,
Carbon equivalent is a metric measure used to compare emissions of different
greenhouse gases based on their global warming potential (GWP). GWPs are used to
convert greenhouse gases to CO, equivalents, and then they can be converted to
carbon equivalents by multiplying by 12/44 (the ratio of the molecular weight of
carbon to carbon dioxide). So the postulation of that increasing concentration of
greenhouse gases would make the earth warmer was put forward, based on that current
concentrations of greenhouse gases keep the earth at its present temperature (EIA,
2001). Computer-based simulation models produced similar results that an increase in
concentrations of greenhouse gases would cause an increase in global temperature,
which leads the weather change, the rising of oceans level and other disruptive
phenomena (EIA, 2001). However, it is still very difficult to discover human impact

on climate from normal temporal and spatial variations in temperature on a global



Table 1-3 Summary of Estimated Greenhouse Gases Emissions in U.S for 1990-2000,
from EIA (Energy Information Administration) (2001)
(Unit: Million Metric Tons of Gas)

Gas 1990 |1991 |1992 |1993 |1994 |1995 |1996 |1997 |1998 |1999 |P2000
Carbon Dioxide |4,96914,917|5,013|5,130(5,224|5,274|5,455]5,533|5,540(5,631|5,806
Methane 32 132 |32 |31 |31 |31 |30 |30 |29 |29 |28
Nitrous Oxide |1 1 1 1 1 1 1 1 1 1 1
HFCs, PCFs, * * * * * * * * * * *
SF6

*---Less than 0.05 million metric tons of gas
P---preliminary data

Table 1-4 Greenhouse Gases Emissions Based on Global Warming Potential® in U.S.
for 1990-2000, from EIA (2001) (Unit: Million Metric Tons Carbon Equivalent)

Gas 1990 (1991 {1992 |1993 {1994 [1995 |1996 (1997 {1998 |1999 [P2000
Carbon 1,355(1,341{1,367(1,399|1,425(1,438(1,488(1,509|1,511|1,536(1,583
Dioxide

Methane 199 200 |200 (194 (194 |195 |188 (186 (181 |180 |177
Nitrous Oxide (94 (96 |98 |98 [106 (101 |101 |99 (99 (100 |99
HFCs, PCFs, (30 |28 29 |30 |32 (35 |39 |42 (46 |45 |47
SF6

Total 1,678(1,665(1,694(1,721|1,757|1,769(1,816{1,836(1,837|1,861{1,906

a---global warming potential from IPCC (1996b)
P---preliminary data

81.2%

1.9%
O Energy-related carbon
2.5% dioxide

530, B Other carbon dioxide

0,30, OHFCs, PFCs, SF6
. 0

ONitrous oxide

B \ethane

Figure 1.1 Greenhouse Gas Emissions by Gas in U.S.,
2000, from EIA (2001)
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scale. The Intergovernmental Panel on Climate Change (IPCC) (2001) has stated that,
because of the increases in greenhouse gases during the past century, the average
global temperature of the earth has increased by 0.6 = 0.2°C since the late 19" century.

The National Research Council (2001a) commissioned by the National
Academic of Science on the request of Bush Administration gave a review on the
IPCC report with some suggestions as follows:

"Greenhouse gases are accumulating in Earth's atmosphere as a result of
human activities, causing surface air temperatures and subsurface ocean
temperatures to rise. Temperatures are, in fact, rising. The changes observed over
the last several decades are likely mostly due to human activities, but we can not
rule out that some significant part of these changes is also a reflection of natural
variability. ... Because there is considerable uncertainty in current understanding
of how the climate system varies naturally and react to emissions of greenhouse
gases and aerosols, current estimates of the magnitude of the future warming
should be regarded as tentative and subject to future adjustments (either upward or
downward)."

While it is uncertain for both the extent and consequences of human-induced global
climate change, the threat of climate change has raise the efforts by all of the world to
find some methods to limit the risk of global warming. To date, almost all of the
efforts focus on the identifying and reducing emissions of greenhouse gases.

In summary, greenhouse gases are getting more attention from the society.
Even though the effects are not very clear now, people will regard them as the
important factor inducing global climate warming.
D-2. CO; Generation

Since CO; is the most important greenhouse gas causing global warming, it

will be discussed in detail as follows. Its cycle and carbon cycle are first presented in

Figure 1.2. The numbers in this figure are the averages for the 1980s estimated by the
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Intergovernmental Panel on Climate Change (IPCC) (1995). There are vast reservoirs
of carbon in the system that can exchange fairly rapidly with each other. The
atmosphere contains about 750 gigatons (1 gigaton = 10° tons) of carbon (GtC) as
COg; the terrestrial biosphere about 550 GtC as COy; the soil about 1,500 GtC as CO»;
the mixed layer of the ocean about 1,000GtC as CO,; and the deep ocean about 38,000
GtC as CO,. Also there are exchange fluxes of carbon as CO, in among these
reservoirs. First is the one-way exchange. The human contribution to emissions to the
atmosphere from combustion of fossil fuels is about 5.5 GtC as CO; per year in the
1980s; estimates of net emissions from tropical deforestation is about 1.6 GtC as CO,
per year. Second is natural cycle involving two-way exchange of CO,. CO; is
exchanged at about 60 GtC per year into and out of the terrestrial biosphere and soil
through respiration, photosynthesis and decay, and exchanged at about 90 GtC per

year into and out of ocean through the mixed layer.

Reservoirs: Gt of C
ATMOSPHERE 750 Fluxes: Gt/yr of C

MIXED LAYER 1,000

FOSSIL FUEL PLANTS 550
5,000 SOILS 1,500

DEEP OCEANS 38,000

Figure 1.2 The Carbon Cycle, from IPCC (1995)
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There are many natural sources of carbon dioxide, including nearly all living
species of animals, microbes in the soils, decaying plants and animals after they die,
and gaseous emissions from lakes and oceans. The anthopogenic sources are mainly
burning of fossil fuels and deforestation. The various natural and human-generated
sources are summarized, along with the magnitudes of each in Table 1-5.

Table 1-5 Sources of Carbon Dioxide, from Parsons (1995)

Sources Value (GtC/Yr) Percentage (%)
Natural Sources
Ocean 90 57.29
Plants and Soil 60 38.19
Subtotal 150 95.48
Anthropogenic Sources
Burning Fossil Fuels 5.5 3.50
Deforestation 1.6 1.02
Total 157.1 100.00

Stringer (2001) stated that in 1995, the carbon emissions of U.S. in million
tonnes carbon equivalent (MtC) were 524 MtC for buildings including heating,
lighting and so forth, 630 MtC for industry, and 473 MtC for transportation (Figure
1.3). He considered the usual sources for the greenhouse gases.

The EIA (Energy Information Administration) (2001) had a slightly different
method to represent the source of carbon emissions. Its report in 2001 gave the main
source for the carbon dioxide emissions (Figure 1.1). The main part is the energy
consumption related carbon dioxide which comes four general end-use categories,
namely residential, commercial, transportation and industrial sector. Emission of each
sector is proportional to its electricity consumed and emissions for these four sectors

from 1990 to 2000 are displayed in Figure 1.4. There are some rules for the emissions
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of the sectors. Residential carbon dioxide emissions are influenced by weather,

demographic factors, living space attributes, and building shell and appliance

efficiency choices. Emissions from the commercial sectors are more affected by

economic trends and less affected by population growth than are emissions from the

residential sector. Both transportation and industrial emissions are influenced mainly

by the economy growth.

Emission (million metric
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Figure 1.3 U.S. Carbon Emissions Sources in 1995, from Stringer (2001)
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Figure 1.4 U.S. Carbon Dioxide Emissions by Sector, 1990-2000, from

EIA (2001)
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As shown in Figure 1.5 EIA (2001) stated that there are six industry groups
having carbon dioxide emissions totaling 320.1 million metric tons carbon equivalent.
Petroleum and coal products were the largest with 87.5 million metric tons of carbon

equivalent, followed by chemicals and then all other manufacturing.
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Figure 1.5 Total Energy-Related Carbon Dioxide Emissions for
Selected Manufacturing Industries, 1998, from EIA (2001)

Most of the carbon dioxide emitted directly by the petroleum industry, which
mainly deals with oil and gas exploration and production, refining and marketing, and
petrochemicals, results from the combustion of hydrocarbons. As in Figure 1.6 from
McMahon (1999), for BP’s about 40 million tonnes of CO, emission in 1997, only 3%
of the direct carbon dioxide emissions were from process (non-combustion) sources,
with the remaining 97% resulting from the combustion of hydrocarbons for internal
energy requirements (90%) and flaring (7%). Most of the hydrocarbons burnt are

internally generated fuels gas such as in refineries and chemical plants, associated gas
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from oil and gas production, and liquid residues. The contribution from the
combustion of commercially available fuels with known specification is very low

within a few percent (McMahon, 1999).

Process Flaring
3% 7%

Energy
90%

Figure 1.6 Direct Carbon Emissions Split by Sources for BP in 1997,
from McMahon (1999)

In summary, CO; is generated in different ways. Basically, it is generated from
the nature, but the CO, emissions from anthropogenic sources are increasing by 1.6%
per year since 1990. The main part of CO, emissions in manufacturing industries is
from chemical and refinery industry sources, about 174.8 million tonnes carbon
equivalent accounting 43.5% of those from manufacturing industries in 1998 (EIA,
2001). This is the reason that CO; is considered in sustainable costs.
D-3. Climate Change Analysis and Greenhouse Gas Mitigation

The fact that greenhouse gas emissions can cause climate changes is well
known to people. The models dealing with the greenhouse gas emissions mitigation

and climate change analysis have emerged as the times require. Since economic
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efficiency, social equity and environmental protection are the target people pursue, the
climate change analysis and greenhouse gas mitigation should be carried on carefully.

Based on a doubling of the preindustrial CO-equivalent concentration of all
greenhouse gases (2xCQO,), the marginal damage done by one extra ton of carbon
emitted is estimated at $5-125 per ton of carbon emitted now. The marginal damage is
affected by model assumptions and discount rates. The economic effects occurring at
different times can be compared using the discount rates. For example, there are two
approaches for discount rate for climate change analysis (IPCC, 1996a). The
prescriptive approach is from the normal or ethical perspective, beginning with the
question, “How ethically should impacts on future generation be valued?” The
descriptive approach is from positive perspective, beginning with the question, “What
choices involving trade-offs across time do people actually make?” and, “To what
extent will investment made to reduce greenhouse gas emissions displace investments
elsewhere?” The prescriptive approach has relatively low discount rates and more
spending on climate change mitigation, but the description approach has higher
discount rates and less spending on climate change mitigation.

For decision-making of climate changes modern benefit-cost analysis provides
an analytical framework that can compares the consequences of alternative policy
actions on a quantitative basis. There are uncertainties in each link in the causality
chain of climate changes (Figure 1.7), which greatly amplifies the total uncertainty in

the extent of damages caused by climate change (IPCC, 1996a).
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Figure 1.7 The Causality Chain, from IPCC (1996a)

For the damage assessment of social costs of climate change there are three
approaches, 1i.e., benefit-cost approach, sustainability approach and consensus
viewpoint approach (IPCC, 1996a). The choice between first two depends on attitude
to uncertainty, the degree of concern for the well-being of future generations, and
beliefs about the damage function. The third has the common features of the first two.

IPCC (1996a) gave the available policy options to counter greenhouse effects
with the possible effects (Figure 1.8). Mitigation options are to reduce emissions,
including change demands, new technology, change energy sources and efficiency and

conservation. Adaptation options have two types. One is passive adaptation, such as
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let society adapt. The other is active adaptation, such as change crops and alter land
use to decrease vulnerability, and relief or aid and insurance to modify effects. Indirect
policy options are for global economic trends, such as reduce population growth, alter

resource demands and supply, and change technology.

Indirect policy options |« Mitigation option

v

Emission rates

v

Atmospheric Geological factors
Climate changes | Sea level changes

v v

Policy response

v

Adaptation option

Figure 1.8 Options to Counter Greenhouse Effect and Their Feedback, from IPCC
(1996a)

IPCC (1996a) introduced two approaches in energy modeling analysis for
estimating the costs of mitigating greenhouse gases. One is called bottom-up, which is
analysis and the produced energy system projections. The other is called top-down,
which is prepared by governments, the energy industry, and the energy economists
relying on extrapolatory approaches to capture the overall economic impact of

mitigating greenhouse gases. Bottom-up models rely on the detailed analysis of
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technical potential, focusing on the integration of technology costs and performance
data. However, top-down models analyze aggregated behaviors based on economic
indices of prices and elasticities. They started as macroeconomic models which tried
to capture the overall economic impact of a climate policy, which was usually in the
form of a carbon tax or, more rarely, tradable permits because of the difficulty of
assessing other types of policy instruments.

In addition, IPCC (1996a) provided integrated assessment models for climate
change, which can be divided into policy optimization models and policy evaluation
models. Policy optimization models have three types: benefit-cost models attempt to
balance the benefits and costs of climate policies; target-based models optimize
responses, given targets for emissions or climate change impacts; uncertainty-based
models deal with decision making under conditions of uncertainty. Policy evaluation
models can be divided into two types: deterministic projection models where each
input and output takes on a single value; stochastic projection models where at least
some inputs and outputs are treated stochastically.

For Greenhouse gas mitigation policies should be expressly designed to
mitigate global climate change, where the associated policy instruments must be
provided. For example, greenhouse policy instruments are divided into domestic and
international policies. Domestic policy instruments include conventional regulatory
instruments, such as energy efficiency of buildings; market-based instruments, such as
taxes, subsidies, and tradable permits; and other complementary policies, such as

education and provision. International policy instruments have regulatory instruments,
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such as uniform standards for emission reduction agreement; international taxes and
harmonized domestic taxes; tradable quotas; and other complementary policies, such
as technology transfer from industrialized to developing countries (IPCC, 1996a).

For policy assessment IPCC (1996a) presented two important criteria, which
are economic efficiency and distributive justice, with the following general set of
criteria. They, respectively, are probability that the environmental goal will be
achieved; efficiency or cost-effectiveness; dynamic incentives for innovation and the
diffusion of improved technologies; flexibility and adaptability to exogenous changes
in technology, resource use, and consumer tastes; distributional equity; and feasibility
in terms of political implementation and administration.

In summary, there are many ways to analyze the climate change and mitigating
greenhouse gases. These methods should continue to be studied to improve their
accuracy.

E. Chemical Complexes in the World

There are many chemical complexes in the world. The summary of some of the
larger chemical complexes worldwide is in Table 1-6. Chemical complex optimization
has huge potential to be applied to these complexes combing economic, environmental
and sustainable costs.

F. Summary

The relationship between greenhouse gases and climate changes has been

studied for a long time (IPCC, 1995, 1996a, 1996b, 2001; National Research Council,

2001a). The common conclusion is that greenhouse gases can induce global climate
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Table 1-6 Chemical Complexes in the World

Continent | Name and Site Notes

North e QGulf coast petrochemical complex in Houston | e Largest petrochemical

America area (U.S.A.) complex in the world,
supplying nearly two-

e Chemical complex in the Lower Mississippi thirds of the nation’s
River Corridor (U.S.A.) petrochemical needs

South e Petrochemical district of Camacari-Bahia e Largest petrochemical

America (Brazil) complex in the southern
hemisphere

e Petrochemical complex in Bahia Blanca
(Argentina)

Europe e Antwerp port area (Belgium) e Largest petrochemical
complex in Europe and
world wide second only
to Houston, Texas

e BASF in Ludwigshafen (Germany) e FEurope’s largest
chemical factory
complex

Asia e The Singapore petrochemical complex in e World’s third largest oil

Jurong Island (Singapore) refinery center
e Petrochemical complex of Daqing Oilfield
Company Limited (China)
e SINOPEC Shanghai Petrochemical Co. Ltd.
(China)
e Joint-venture of SINOPEC and BP in e Largest petrochemical
Shanghai under construction (2005) (China) complex in Asia
e Jamnagar refinery and petrochemical complex
(India)
e Sabic company based in Jubail Industrial City
(Saudi Arabia)
e Petrochemical complex in Yanbu (Saudi *  World’s largest
Arabia) polyethylene
manufacturing site
e Equate (Kuwait) e World’s largest & most
modern for producing
ethylene glycol and
polyethylene
Oceania | e Petrochemical complex at Altona (Australia)
e Petrochemical complex at Botany (Australia)
Africa e petrochemical industries complex at Ras El e One of the largest oil

Anouf (Libya)

complexes in Africa
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warming and emissions should be reduced, especially for the CO, emission. For the
composition of emissions for greenhouse gases, CO, is the dominant species
accounting for 83% of the total emissions (EIA, 2001). CO, emissions and utilization
are listed in Table 1-7. An overview of CO; sources and cycles is provided (IPCC,
1995). There are two sources of CO, One is natural sources which is recycled and
accounts for 150 GtC per year, such as ocean, plants and soil. The other is
anthropogenic sources that adds 7.1 GtC per year to the atmosphere, mainly from the
burning of fossil fuels and deforestation (Parsons, 1995).

The CO; emissions from the consumption and flaring of fossil fuels in U.S. in
1999 are 1526.12 million metric tons carbon equivalent accounting for 24.1% of
worldwide. The carbon emissions from industrial sources of U.S. were 630 million
metric tons carbon equivalent, with 524 and 473 million metric tons carbon equivalent
from buildings and transportation, respectively (Stringer, 2001). The CO, emissions
from industrial sector were about 500 million metric tons carbon equivalent per year,
similar to those from the transportation and larger than those from residential and
commercial sectors (about 300 and 250 million metric tons carbon equivalent per year,
respectively) (EIA, 2001).

For the distribution of CO, emissions in the manufacturing industries, the
petroleum and coal products industry and the chemical industry are 43.5% of the total
402.1 million metric tons carbon equivalent (EIA, 2001). The most important part of

direct carbon emissions is 90% from energy (McMahon, 1999). CO, emissions from
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the consumption and flaring of fossil fuels in the world are 6,323 million metric tons

carbon equivalent per year (EIA, 2002).

Table 1-7 Carbon Dioxide Emissions and Utilization
(Million Metric Tons Carbon Equivalent Per Year)

CO, emissions and utilization Reference
Total CO, added to atmosphere IPCC (1995)
Burning fossil fuels 5,500
Deforestation 1,600
Total worldwide CO, from consumption and flaring of fossil fuels | EIA (2002)
United States 1,526
China 792
Russia 440
Japan 307
All others 3,258
U.S. CO; emissions Stringer (2001)
Industry 630
Buildings 524
Transportation 473
Total 1,627
U.S. industry (manufacturing ) EIA (2001)
Petroleum, coal products and chemicals 174.8
Chemical and refinery (BP) McMahon (1999)
Combustion and flaring 97%
Noncombustion direct CO, emission 3%
Agricultural chemical complex in the lower Mississippi River Hertwig, et al.
corridor excess high purity CO, 0.183 (2002)
CO; used in chemical synthesis 30 Arakawa, et al.

(2001)

In the lower Mississippi River corridor agricultural chemical complex, 0.183

million metric tons carbon equivalent of high purity excess CO, per year is vented to

the atmosphere (Hertwig, et al., 2002). Hence, the CO, available has a huge potential

to be reused. Currently about 110 megatons of CO, are used annually for the chemical

synthesis, such as urea, methanol, salicylic acid, cyclic carbonates and polycarbonates,
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where urea production is the largest with about 90 megatons in 1997 (Arakawa, et al.,
2001).

The next chapter reviews the literature of methods that have been proposed and
applied for the reduction of greenhouse gases. Also methods for eco-efficiency,

sustainability, green chemistry and engineering will be described.
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CHAPTERII LITERATURE REVIEW

In this chapter, industrial applications of industrial ecology, Total Cost
Assessment (TCA), sustainable development, eco-efficiency, green chemistry and
engineering will be reviewed. Also, carbon dioxide (CO;) utilization and
nanotechnology will be reviewed respectively. Based on this information a Chemical
Complex Analysis System will be proposed that uses an economic, environmental and
sustainable measure of effectiveness with new technology to determine the best
configuration of plants in a chemical production complex. The Chemical Complex
Analysis System’s capabilities can be demonstrated by application to an existing
chemical complex in the lower Mississippi River corridor.
A. Chemical Complex and Industrial Ecology

Integrating notions of sustainability into environmental and economic systems
creates industrial ecology, whose key themes are moving from linear throughout to
closed-loop material and energy use. Ehrenfeld and Gertler (1997) defined an
industrial ecosystem as a complex coming from a set of interrelated symbiotic links
among groups of firms in an area and gave the complex at Kalundborg, Denmark as an
example. They concluded that using interdependent plants was better than the
independent ones.

The characteristics of stable ecological systems are steady-state, entropy-
minimizing, highly interdependent collections of producers and customers. Another
example of the application of industrial ecosystem concepts is the petrochemical

complex located in Houston Ship Channel which is the largest petrochemical complex
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in the world supplying nearly two-thirds of the nation’s petrochemical needs. The
combination of industry and transportation facilities can be considered an industrial
ecosystem.

Similarly, the U.S. President's Council for Sustainable Development (PCSD)
(1996) gave the definition of eco-industrial parks as an environmental efficient version
of industrial parks. They follow a systems design in which one facility's wastes
becomes another facility's feedstock, and they ensure that raw materials are recycled
or disposed of efficiently and safely. There is a project under way in Chattanooga,
Tennessee and in other places. There are barriers and limits to the development of
symbiotic communities. For example, exchange of information about nearby industries
and their inputs and outputs are often difficult or costly to obtain.

In summary, chemical complexes using industrial ecology are more sustainable
and profitable than the separate and independent plants. When these complexes are
being designed, the interdependent relationships among the plants in the complexes
are needed. To get the optimal configuration of chemical complexes, one of the more
important parts in chemical complex optimization is the calculation of total cost, and
this is described in the next section.

B. Total Cost Assessment (TCA)

Constable, et al. (2000) gave detailed information about the Total Cost
Assessment (TCA, or TCAce) methodology, which is designed for internal managerial
decision-making. In TCA the costs are divided into five types which are listed in Table

2-1. When a company must decide between alternative projects, all potential
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environmental and health costs should be fully considered. TCA methodology
provides the framework for estimating baseline costs that have a much broader and
potentially longer timeframe. The potential user groups are engineers in the
assessment of the environmental projects; business managers and analysts in
developing product and business strategy; process and product engineers in the design
stage of new products and processes.

Table 2-1 Costs Included in the TCA Methodology, from Constable, et al. (2000)

manufacturing site

Cost Type Definition
Type I Direct | Direct costs of capital investment, labor, raw material and
costs for the | waste disposal. May include both recurring and non-

recurring costs. Includes both capital and Operations and
Management (O&M) costs.

Type II: Potentially
hidden  corporate
and manufacturing
site overhead costs

Indirect costs not allocated to the product or process. May
include both recurring and non-recurring costs. May include
both capital and O&M costs. May include outsourced
services.

Type III:  Future
and contingent
liability costs

Liability costs include fines and penalties caused by non-
compliance and future liabilities for forced clean-up, personal
injury and property damage.

Type IV: Internal
intangible costs

These are costs that are paid by the company. Includes
difficult to measure cost entities, including consumer
acceptance, customer loyalty, worker morale, worker
wellness, union relations, corporate image, community
relations and estimates of avoided costs — fines, capital, etc.

Type V: External
costs

Costs and benefits for which the company does not pay
directly. These costs or benefits are realized by society and
include deterioration of the environment by pollutant
dispersions that are currently in compliance with applicable
regulations.

In the past, Type I and Type II costs were used only to determine the profits.
Then Type III and Type IV were included, and in last several years Type V costs were
considered in different depths. Koch (2001) gave updated information on TCA, named

as Total Business Cost Assessment (TBCA), which is used in Dow Company. He
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agreed that TCA original objective is a modeling tool for better understanding of all
costs and benefits associated with environmental health and safety (EH&S) decision
making, including direct, indirect, contingent risk, liabilities and externalities. Koch
reported some changes in cost type definitions, and he gave new definitions in Table
2-2. Type III and IV are primary focus of the TBCA works and Type I and II costs
will be unique to each individual project or opportunity. He used a Monte Carlo
simulation method for alternative scenarios and finally obtained the total cost with
probability for each scenario. Then he compared them to get the best one. Although he
did not use Type V cost in the assessment for lack of the data, he insisted that long
term Type V cost be included in the total cost in Dow’s TBCA.

Table 2-2 TBCA Types of Benefits/Costs (without Type V Cost), from Koch (2001)

Type | Description/Example Note
[ & II | Conventional economics Often referred to as the "Hard"
economics which have
historically been applied
11 Future & contigent liabilities
- fines & penalties, legal fees
- business interruptions Often referred to as the "Soft"
- cost of environmental cleanup | economics which have NOT
- cost to discharge wastewater been historically translated to
v Intangible internal costs economic units

- corporate image
- public perception

In order to consider industrial costs thoroughly, Norris (2001) proposed
integrating Life Cycle Cost (LCC) analysis and Life Cycle Assessment (LCA). The
differences between LCA and LCC are given in Table 2-3, which lead to their
different utilizations, i.e. providing answers to different questions. LCA evaluates the

environmental performance of the product systems and considers all causally
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Table 2-3 Difference between LCA and LCC, from Norris (2001)

Tool and | LCA LCC

Method

Purpose Compare relative environmental | Determine cost-effectiveness of
performance of alternative product | alternative  investments  and
systems for meeting the same end- | business decisions, from the
use function. Do this from a | perspective of an economic
broad, societal perspective decision maker such as a

manufacturing firm or a consumer

Activities | All processes causally connected | Activities causing direct costs or

which are | to the physical life cycle of the | benefits to the decision maker

considered | product; including the entire pre- | during the economic life of the

part of the | usage supply chain; use and the | investment, as a result of the

“Life processes supplying use; end-of- | investment

Cycle” life and the processes supplying
end-of-life steps

Flows Pollutants, resources, and inter- | Cost and benefit monetary flows

considered | process flows of materials and | directly impacting decision maker
energy

Units for | Primarily mass and energy; | Monetary units (e.g. dollars,

tracking occasionally ~ volume,  other | euro.)

flows physical units

Time The timing of processes and their | Timing is critical. Present valuing

treatment | release or consumption flows are | (discounting) of costs and

and scope | traditionally  ignored; impact | benefits. Specific time horizon

assessment may address a fixed
time window of impacts (e.g.,
100-year time horizon for
assessing global warming
potentials) but future impacts are
generally not discounted

scope is adopted, and any costs or
benefits occurring outside that
scope are ignored.

connected processes, resources and consumption flows. LCC assesses the cost-

effectiveness of investments and business decisions from the perspective of an

economic decision. Based on the merits and shortcomings of LCA and LCC, he

described two approaches to combine them to get proper and full product or process

design decision making, i.e., PTLaser and TCAce. PTLaser is the approach with

traditional LCA process modeling capabilities and LCC capabilities. From the user
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inputs it can give LCA results (life cycle inventories for the modeled system
alternatives), LCC results (financial evaluations of all alternatives), present valuing
costs and benefits. TCAce is same as that presented by Constable, et al. (2000). He
gave no results or applications of these methods.

Xie, et al. (2001) provided the theoretical model in the study on lifecycle and
agility of process industry, which are different from TCA methodology. The enterprise
agility is measured by four items, i.e. cost (C), time (T), robustness (R) and scope of
change (S). The agility variables of process systems are: material flow variable (M),
energy flow variable (E), information flow variable (I), humanware flow variable (H),
cost flow variable (C) and workpiece flow variable (W). The four items C, T, R and S
have the general function relationships without any specific information as following:

C=fi(M,E,LH,C, W)

T=M,E,ILH, C, W)

R=f M, E,LH, C, W)

S=f4(M,E, [, H, C, W)
where f}, f, f3 and f4 stand for functions (Xie, et al., 2001). The lifecycle mathematics
model with agility variables of process systems would be used to determine agility
degree and find out the key step or the “blunt point” responding to the change of
process systems in different phases of whole lifecycle, in order to guide decision-
making for an enterprise. They described agile manufacturing as a dynamic integration
of enterprises from lifecycle, which requires incorporating flexible manufacturing

systems and human resources to get maximum benefits in the long term. They set the
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target of agile manufacturing as global optimization of social, economic, resources and
environment. However, they only gave the brief introduction about lifecycle and agile
manufacturing which is developing without any specific example.

In summary, TCA is the important tool that can be used in chemical complex
optimization. The key point is how to get the accurate assessment of the total costs for
processes. Generally, industrial companies have the similar methods to calculate the
first four type costs (Type I to Type IV) and have more experiences in considering
former two costs than latter two costs. Hence the Type V cost, i.e. sustainable cost
(external cost), will be reviewed next in detail. As the environment deteriorates and
the global temperature rises, more and more people are concerned about the
sustainable development of industries. Therefore, the sustainable cost associated with
sustainable development, which was not considered in the past, is now being taken
into consideration.

C. Sustainable Development and Sustainable Cost

Geiser (2001) stated the needs to design less toxic materials and processes that
use materials without wastefully dissipating them, i.e. sustainable development with
respect to materials. He put forward two strategies to support sustainable materials
economy. One is detoxification of materials used in products and industrial processes.
The other is development of ways to use less material to satisfy the same human
needs, a process known as dematerialization. Six principles for a sustainable materials
economy are listed as: closing the loop on material flows; increasing the intensity of

material use; substituting services for products; reducing the dissipation of degradable
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toxic materials; reducing the use of persistent, bio-accumulative and toxic materials;
developing more environmentally appropriate materials.

Daly (1990) gave the operating principles for sustainable development as
follows. For renewable resources, the sustainable rate of use should be no greater than
the rate of regeneration. For nonrenewable resources, the sustainable rate of use
should be no greater than the rate at which a renewable resource being used
sustainably can be substituted for it. For pollutant, the sustainable rate of emissions
should be no greater than the rate of being recycled, assimilated, or degraded in the
environment.

C-1. Sustainability

Graedel and Klee (2002) stated that sustainability could become a program
capable of implementation only with numerical goals and targets. Ultimate
sustainability and truly equitable environmental policy will only be achieved by
balancing economic, environmental, and equity concerns. They gave the things to
sustain, which are holocene-style climate (thermal balance, ocean currents, etc.);
functioning planetary ecological systems (wetlands, forests, etc.); stocks of resources;
earth’s organisms; and political and economic stability with tolerable variations. They
listed several examples to demonstrate the complexity of sustainability. They also
addressed some contentious issues, such as the weight factors for different sources,
dynamic change of resource, sustainable use rate, and maintaining resources

availability while maintaining living standards.
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In summary, sustainability is about making choices and rendering actions that
leave no unnecessary environmental strain for future generations. Sustainability calls
for balancing the economic concerns with the environmental and social issues
(Graedel and Klee, 2002).

C-2. Sustainability Measurement

Different ways and methods to measure sustainability will be discussed in the
following sections. These include sustainability metrics, index, indicator and cost,
along with uncertainty assessment. In addition, some examples will be presented.
C-2-1. Index for Measuring Sustainable Development

Since sustainable development calls for the balance among the economic
concern, and environmental and social issues. Krotscheck and Narodoslawsky (1996)
proposed the Sustainable Process Index (SPI), which is a highly aggregated index that
measures the total environmental impact of human activities of various kinds. They
combined the three criteria of sustainable development with the following
requirements: material flow not exceeding assimilation capacity, being smaller than
natural fluctuations in geogenic flows, not altering the quality and quantity of global
material cycles; and natural variety of species and landscapes must be sustained and
improved. The emphasis of SPI lies in embedding a process into ecological systems
rather than in accounting their impacts on the environment (Figure 2.1). The concept
of the SPI is based on the assumption that in a truly sustainable society the basis of the
economy is the sustainable flow of solar exergy, which is energy from sunlight that

can be converted to work. The conversion of the solar exergy to service needs “area”.
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Thus “area” becomes the limiting factor of a sustainable economy. “Area” is the size

of the land to provide energy, materials and space.
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Figure 2.1 Ecosphere and Anthroposhere, from Krotscheck and Narodoslawsky (1996)

The SPI is the relation of two “areas” in a given time period (usually per year)
for providing one inhabitant with a certain service or product. One “area” is needed to
embed the process to produce the service or product unit sustainably into the
ecosphere, a,,, i.e. all things the process needs to run sustainably are stood by the
“area”. The other is the “area” available (on a statistical base) for every inhabitant to

guarantee its sustainable subsistence, a,, . The total area A, is the sum of 4,, 4,

A,, A; and A4, as given by the following equation.
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A, =Ag+A; +A4,+A4, + A4,

A
atot = o

NP
Spr =

a

where A4, is the area for raw material production; 4, is the area for energy supply; 4,

is the area for physical installation; 4, is the area to support the staff; 4, is the area for

sustainable dissipation to ecosphere of products, all wastes and emissions; N, is the

number of goods or services produced by the process in question.

An example in Figure 2.2 shows the SPI of ethanol for use as fuel. In Europe
one inhabitant can have 9320 kWh of primary energy from liquid fuel. The SPI of
ethanol is 1.07x10™ cap/kWh, which stands for the fraction of the area per inhabitant
used for 1 kWh of primary energy supplied by liquid fuel. The smaller is SPI, the
better it is. Based on the contribution of each partial area in the SPI, possibilities of
reducing the SPI are recycling of materials, using energy and material cascades and
multiple uses of areas. They gave general rules for process design regarding switching
to renewable raw materials, recycling non-renewable materials, switching from fossil
to renewable energy sources and adapting locally. These rules give specific
information on how to reduce the SPI value.

Figure 2.3 shows the interface and principles to use SPI. The block “SPI
calculation” represents the syntax of transforming process data into the partial areas,
which is done with the help of the “SPI data resource”. There are three data banks in

SPI data resource, i.e. regional data bank, process data bank and scenario data bank.
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The regional data bank includes specific yields for already calculated products, yields
for renewable resources and energy, energy data of installations, relation factors for
the retropagatoric method, area feedback factors and data concerning rate of renewal
and concentration of substances of the environmental compartments. Already-
calculated processes are stored on an aggregated information level in the process data
bank. On one hand this aggregation regards the partial areas and on the other hand a
user-defined classification is possible. The results of one simulation are called a
scenario and are stored in scenario data bank. A scenario in the SPI analyses consists
of the partial areas and the SPI itself. These scenarios can be stored and compared.
The analysis of scenarios visualizes different process alternatives or simulation states
and help people to check for bottle-necks or best processing methods. The analysis can

be stored in a scenario data bank.
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Figure 2.2 SPI of Ethanol for Use as Fuel, from Krotscheck and Narodoslawsky
(1996)
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Figure 2.3 Interface and Principle of the SPI Routine, from Krotscheck and
Narodoslawsky (1996)

Narodoslawsky and Krotscheck (2001) also proposed the SPI as an ecological
evaluation system for the requirement of process engineering with the comparison of
different systems and the various partial pressures from one system on the
environment. They employed the SPI in the case study of evaluation of different

energy production systems. Firstly they compared specific total areas (a,,) for the

tot
generation of 1 kWh electricity via different energy systems (Figure 2.4). From Figure
2.4 they concluded that energy systems based on fossil, for example natural gas, have
a clear disadvantage compared to those on renewable energy systems; and there are
substantial differences among renewable energy systems, such as hydro power with
big advantage. Secondly they presented the SPI methodology for identifying partial

pressures from each of those energy systems on the environment (Figure 2.5), where
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energy is grey energy that is the energy needed to produce the energy product, for
example electricity. The conclusions from Figure 2.5 are as follows: the natural gas
turbines give main pressure on the environment from the raw materials (the fossil
energy carrier) which can not be reduced; the main pressure from photovaltaics is grey
energy which can be lessened if the more environmental friendly energy systems for
grey energy are available, which is same to the hydro power and biomass steam
cycles; the impact of the dissipation of emissions from biomass steam cycles is large
because high nitrogen content in the biomass fuel that shows up in the flue gas as NOy

emission, which can be alleviated by these emission reductions.

140

120

100 -
specificarea 80 -
mfalkWWh 60
40,

20,

0

Natual gas Photovoltaics Hydro power  Biomass
turbines steam cycle

Figure 2.4 Specific Areas for the Generation of 1 kWh Electricity via Different Energy
Systems, from Narodoslawsky and Krotscheck (2001)

In summary, SPI is an ecological evaluation system for industrial processes
considering the environment as a significant factor in making decisions of future
projects. SPI allows a clear rating of different technological pathways to provide
goods or services. It has the strong capacity to compare different ecological impacts

for a deeper analysis of the bottlenecks from the viewpoint of sustainable development
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for each different process, and pinpoint the important aspects of the environmental
pressure of certain technology and guide the way for optimization and technological

improvement.
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Figure 2.5 Analysis of Partial Pressure for Different Energy System, from
Narodoslawsky and Krotscheck (2001)

Chen and Shonnard (2001) incorporated environmental and economic factors
together. Their research was undertaken with the help of a commercial process
simulator (HYSYS) and an integrated suite of process evaluation software tools
(SCENE). The economic assessment uses economic indices that include Fixed Capital
Investment (FCI), Net Present Value (NPV) and Payback Period (PP). The
environmental indices were used to quantify global warming, ozone depletion, acid
rain, smog formation, human-ingestion-route toxicity, human-inhalation-route
toxicity, human-ingestion-route-carcinogenicity toxicity, human-inhalation-route-

carcinogenicity toxicity and ecotoxicity (fish toxicity).
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For the environmental assessment the evaluation step involves application of
weighting factors to each environmental impact category based on their “distance to
target”, where the target value is sufficiently low to assure adequate protection of
human and ecosystem health. Then an environmental process composite index is
found. Analytic hierarchy process is applied to construct a single objective function
combing the three economic indices, FCI, NPV and PP, into a single economic one.
This is combined with the process composite environmental impact index to get the
optimal operating configuration. Qualitative weightings for three economic indices
and for economic and environmental attributes are generated by pair-wise
comparisons of them. The final weighting factors are 0.82 and 0.18 for economics and
environment, respectively and 0.11, 0.674, 0.216 for FCI, NPV and PP, respectively.
This integrated assessment and optimization can be used to simultaneously assess the
impacts of process design on the environment, process safety and bottom-line
profitability, then enable better-informed solution to process design problems.

Together with this method Kemppainen and Shonnard (2002) also introduced
two other methods, i.e., the Greenhouse Gases, Regulated Emissions, and Energy use
in Transportation (GREET) and the Economic Input Output-Life Cycle Assessment
(EIOLCA). They applied these three methods to determine the amount of
environmental benefits for biomass to ethanol production from different regional
feedstocks. They concluded that these three methods had different basis of calculation,
scope and indices measured. Especially, they compared the EIOLCA and GREET

methods: the EIOLCA method reported the emission transactions between industry
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sectors without taking into account vehicle operation; the GREET method accounted
for the production, transportation and use of the ethanol fuel without considering the
additional environmental impacts from industrial transactions.

C-2-2. Metrics and Indicators for Measuring Sustainable Development

Metrics for sustainable development should represent energy efficiency,
material efficiency, recycling and recycle content capability, and toxic dispersion
corrected for quantified toxicity and for exposure pathway, as described by National
Academy of Engineering (NAE) (1999). They defined industrial environmental
performance metrics, which are the basis of sustainability metrics, for the
manufacturing and the product use (Table 2-4) along with specific metrics in chemical
manufacturing (Figure 2.6).

Industrial environmental performance metrics are used to assess the
environmental aspects of companies’ operations, including operational metrics,
management metrics and environmental condition metrics. Operational metrics
measure potential environmental burden in term of inputs and outputs of materials and
energy, such as quantity of materials (waste or energy) used per unit of product.
Management metrics describe the information on steps being taken to influence
operations, such as number of achieved objectives and targets, and number of costs
attributable to fines and penalties. Environmental condition metrics give information
on the health of the environment and how it is changing, such as concentration of a

specific contaminant in ambient air at selected monitoring locations.
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Table 2-4 Environmental Performance Metrics in the Chemical Manufacturing and for
Chemical Product Use, from NAE (1999)

Manufacturing | Product Use

Resource Related

Material intensity

e Percent first-pass yield

e Percent ultimate yield

e Percent process uptime

e Percent atomic efficiency
Percent postconsumer waste used
Material efficiency (unit consumptions,
including water/pound of product)

Material intensity”
e Value per pound
e Pounds replaced
e Resources saved

Energy intensity
e BTUs/pound
e Total energy use
e Minimum “practical” energy use

Energy intensity”
e Value/BTU used
e Energy saved by use

Packing
e Total pounds
e Pounds/pounds of product

Renewable
e Percent of product
e Recyclable

Environmental-Burden Related

Environmental incidents
e [Frequency
e Severity
e Practical worst-case scenario

Packing
e Recyclable
e Biodegradable

Toxic dispersion
e Airborne toxics
Carcinogens
Volatile organics
Particulates
Acid gases
“Hazardous” wastes
Aquatic toxicity/oxygen demand
e Listed hazardous air (and water) pollutants
e TRI chemicals (EPCRA Title III Section 313)
e 33/50 chemicals

Toxic dispersion

¢ Global warming
Ozone depletion
Persistence
Bioaccumulative
Hormone mimics

Product stewardship
e Responsible Care
e Environmental audits

Product stewardship
e Responsible Care

Illnesses and injuries
e [Illness frequency and injury frequency
e Employee “wellness”

Product stewardship
e Use warning
e User training
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Table 2-4 (Continued)

Manufacturing Product Use

Hazardous materials handling
e  Worker training

a. Most product-use related material and energy intensity metrics deal with the
product itself (e.g., value or energy use per pound). These metrics fail to capture
the savings in energy or materials that may accrue from the use of the product.

Note: Italics indicate terms for which there are no agree-upon definitions. Potential

metrics in these areas will depend on developing common definitions and agreement

on their scientific underpinnings.

Since sustainability concerns ecological, economic development, and societal
equity, those indicators directly affect these three concerns and are called 3-D (Sikdar,
2003). 1-D and 2-D indicators can be identified similarly. Hence, there are three
groups of indicators (Figure 2.7). Group 1 (1-D) includes economic, ecological, and
sociological indicators. Group 2 (2-D) includes socio-economic, eco-efficiency, and
socio-ecological indicators. Group 3 (3-D) includes sustainability indicators. The
hierarchical metrics scheme can systematize the sustainability analysis of products,
processes and business enterprises. The hierarchical scheme for sustainable process is
a multiobjective optimization (Sikdar, 2003). The cost of manufacture is first
minimized while improving all 3-D indicators. Then, 2-D and 1-D indicators are to be
examined while 3-D ones go the right way.

Based on the different purposes to compare companies across all industry
sectors, within peer group and for internal managing, Arthur D Little (2000) showed
that a balanced mix of leading and lagging, quantitative and qualitative, financial and

non-financial indicators should be chosen. Leading indicators are used to anticipate

future results, while lagging indicators are measured after the event.
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Figure 2.6 Metrics Used in Chemical Manufacturing, from National Academy of Engineering (1999)

Note: VOC—volatile organic compound; TRI—toxic release inventory; ODS—ozone depleting substances;
GLW—Great Lakes waste; TOC—total organic carbon; BOD—biological oxygen demand
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For example, R & D investment is a leading indicator of new product introduction,
and the increased sale is a lagging indicator. So leading indicators are more likely to
be of interest to stakeholders while lagging indicators are more amenable to
independent verification. In addition, Arthur D Little (2000) also gave another
indicator types: input, output, outcome, and process indicators. Input indicators
represent things directly under the company control, which is measured in financial or
other resources allocated to a particular end. Output indicators stand for the direct
result of that resource allocation and outcome indicators are for the ultimate goal to
which the relevant processes are directed. Process indicators are the back-up of the

first three indicators.

Socio-economic Indicators

e Wastes
e Water Use

Sociological
Aspects

Economic

Energy Use
Material Use
Pollutant
Dispersion

Socio-ecological
Environmental Indicators

Indicators

Environmental Aspects

Figure 2.7 Hierarchical Sustainable Metrics System, from Sikdar (2003)
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Carberry and Beaver (2000) developed baseline metrics whose qualities are
presented in Table 2-5 for sustainable development in their collaborative projects.
Their initial focus is that eco-efficiency metrics should cover material intensity,
energy intensity, toxics dispersion, material recyclability, use of renewable resources,
product durability and service intensity. For example, mass intensity metrics is equal
to total mass in (raw materials, products, packaging) divided by value added (VA),
where VA is the difference between total value of Ibs. Product sold and purchase cost
of raw material, packaging and energy. Energy intensity metric is equal to total BTU’s
conversion energy consumed divided by value added. They also gave some
sustainability metrics values from Industrial Assessment Center (IAC) database. For
instance, for sulfuric acid produced from sulfur material intensity metrics is 16.8
Ib/SVA and energy intensity metrics is -4.87 KBTU/$VA. For phosphoric acid
produced from the wet process the material intensity metrics is 171.3 1b/S$VA and
energy intensity metrics is 176.2 KBTU/$VA.

Table 2-5 Qualities of Successful Metrics, from Carberry and Beaver (2000)

Quality Definition
Efficient 1. Few, robust and non-perverse;
2. Simple to collect, calculate, understand and reproduce;
3. Based on available data
Business and | 1. Providing for growth of business value, standard of living;
environmental | 2. Relevant to the business involved (useful management tool);
value 3. Related to economic criteria; promotes the right behavior;
4. Driving and documenting continual improvement of value to
the general public;
5. Improving international environmental quality.
Ideal A core set of metrics universally accepted with additional metrics
specific to each business or operation
Normalizable | Sustainability metrics normalization is important for analysis,
prioritization and comparison.
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BRIDGES to Sustainability (2002) described sustainability metrics as
consolidating key measures of environmental, economic and social performance. They
defined five basic metrics and six complementary metrics (Table 2-6). General
characteristics of metrics are that the lower the metric, the better the process or
product in terms of sustainability, and a metric can be negative when co-product
energy or waste stream is a raw material. They gave the sustainability metrics of
carpet tile in Table 2-7 and compared the metrics of different products (Table 2-8) and
different processes for same product, for example, acetic acid (Table 2-9). They
concluded that sustainability metrics can be improved by decreasing impact,
increasing output or improving social performance.

Table 2-6 Sustainability Metrics, from BRIDGES to Sustainability (2002)

Basic metrics Complementary metrics
1. Materials Greenhouse gases
Mass of raw materials-Mass of products Acidification
Eutrophication

Output
2. Water consumption
Volume of fresh water used

Stratospheric ozone depletion
NO, emissions

VOCs

Packaging

Recycled content

Rainwater

Output

Wbk W=

3. Energy use
Net energy used

Output
4. Pollutant dispersion
Total mass of pollutants released

Output
5. Toxics dispersion
Total mass of recognized toxics released

Output
Output is mass of product or sales revenue
or value-added.
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Table 2-7 Carpet Tile Sustainability Metrics, from BRIDGES to Sustainability (2002)

Metrics Mass of product Sales revenue Value-added
(/Ib) (/$) (/$)
Material (Ibs) 0.042 0.021 0.035
Energy (KBTU) 1.27 0.65 1.07
Water (gal) 0.14 0.079 0.13
Toxics (Ibs) 0.0 0.0 0.0
Pollutants (1bs) 0.66 0.34 0.55

Table 2-8 Sustainability Metrics for Different Products Based on Value-Added, from
BRIDGES to Sustainability (2002)

Metrics Acrylonitrile Adipic acid Phosphoric acid
from propylene from from dihydrate
cyclohexane wet process
Material intensity (Ibs/$) 4.68 1.04 318
Water consumption (gal/$) 32.0 8.94 208
Energy intensity (KBTU/$) 49.5 27.7 195
Toxics dispersion (1bs/$) 0.14 0.0002 4.22
Pollutant dispersion (1bs/$) 0.291 0.0174 0.00

Table 2-9 Sustainability Metrics for Different Processes Based on Value-Added, from
BRIDGES to Sustainability (2002)

Metrics Acetic acid from | Acetic acid & Acetic acid &
low pressure acetic anhydride | acetic anhydride
process from BP from Eastman
Chemicals process
Material intensity (Ibs/$) 0.39 0.76 0.73
Water consumption (gal/$) 7.88 5.19 2.23
Energy intensity (KBTU/$) 11.6 13.9 4.83
Toxics dispersion (Ibs/$) 0.0007 0.00006 0.00001
Pollutant dispersion (1bs/$) 0.00 0.00 0.016

Tanzil, et al. (2002) described applications of the sustainability metrics. They
considered the sustainability metrics as decision-support tools in evaluating different
strategies and technologies, and in comparing different facilities and measuring
progress towards sustainability. Sustainability metrics can be used to identify

successive levels of improvements in energy efficiency of chemical manufacturing
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processes. Meanwhile, the environmental impacts from the changes in energy
consumption can be evaluated with the sustainability metrics. This work was extended
to the application of sustainability metrics to two maleic anhydride processes, to
toolbox manufacturing facilities and to design of steel components (Tanzil and Beloff,
2004).

Fiksel, et al. (1998) gave the three principles of a sustainability performance
measurement framework: separation of resource and value measures, explicit
representation of the triple bottom line, and consideration of the full life cycle. Built
upon those three principles, a Sustainability Performance Measurement (SPM)
framework for products, processes or services can be designed. Thus, the
sustainability of a product can be evaluated with this framework. They also stated
appropriate performance indicators and accompanying metrics can best stand for the
contribution of the product to sustainability and should be selected once a SPM
framework has been established. They defined a performance indicator as a specific
measurable product attribute that characterises its contribution to some aspect of
sustainability. The performance indicator must be associated at least one metric that
defines a specific means of tracking and reporting that indicator. They described two
categories of performance indicators, i.e. lagging and leading, and two broad
categories of metrics, i.e. quantitative and qualitative (Table 2-10). Quantitative
metrics relies on empirical data and characteristics performance numerically, e.g.
dollars of revenue. Qualitative metrics relies upon semantic distinctions based on

observation and judgement. Selecting indicators and metrics should be based on mixed
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approach, that is quantitative indicators are used when the measurement data can be

obtained cost effectively, then qualitative indicators for other critical aspects of

sustainability can be employed. They gave a biotechnology product example that is

new pest-resistant crops to show how to select indicators and metrics (Table 2-11).

Table 2-10 Examples of Indicators and Metrics, from Fiksel, et al. (1998)

Quantitative metrics

Qualitative metrics

Leading | Sustainability training Sustainability training (employees
indicator | (number of employees trained) evaluation of training courses)

Lagging | Product eco-efficiency Product eco-efficiency
indicator | (Ibs. product/total Ibs. input) (stakeholder satisfaction or

number of awards)

Table 2-11 Sustainability Indicators for a Biotech Agricultural Product, from Fiksel, et

al. (1998)
Indicators Supply Manufacturing | Use Distribution
Economic Economic Farmer productivity | Food costs
value added (bushels/year) ($/bushel)
Environmental | Material | Toxic Genetic transference
intensity | emissions risk (qualitative)
(Ibs/year) | (Ibs/year) Pesticide use
(gal/bushel)
Fuel  consumption
(gal/bushel)
Societal Employee Public
injuries health risk
(number/year) (qualitative)

Kheawhom and Hirao (2001) studied the decision support tools, which are

capable of reducing the complexity of the process synthesis problem and analyzing a

trade-off between the environmental impact, economy and robustness of the process

with economic, environmental and process robustness indicators. The economic

indicator is product revenue minus the summation of fixed costs and operating costs.

The environmental indicator is SPI (Krotscheck and Narodoslawsky, 1996). The
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process robustness indicator is represented by process controllability and operability.
Process controllability is indicated by the failure probability that is defined as the
probability of failure scenarios. The process operability is evaluated by the deviation
ratio to investigate how cost or environmental impact increases when a fluctuation of
input occurs. The method is to construct the multi-criteria optima surface (MOS)
which is a surface obtained from a plot between objective functions and other criteria,
and this surface shows how each criterion changes under given circumstances. He also
gave a closed-loop volatile organic compound (VOC) recovery process as an example
in the case study where the MOS plot analysis between the three indicators are
employed and the environmentally benign process is selected. Even though the
methodology is only for the single process, it is capable of designing and selecting the
process flowsheet with minimal environmental impact and maximal robustness at a
desired economic performance.

BRIDGES to Sustainability (2002), Tanzil, et al. (2002) and Schwarz, et al.
(2001) used the energy consumed per unit of output as a key indicator of the
sustainability for a manufacturing process to determine the Practical Minimum Energy
(PME) requirements. There are five levels of energy requirements using data from the
Process Economic Program Library (PEP) at SRI International. The levels from Level
0 to Level 4 are base case, PEP-benchmark case, optimum heat integration, process
redesign and theoretical energy requirement, respectively. The evaluation of these five
cases mostly depends on the comparison of net fuel energy consumed by process, total

energy consumed by process and total energy consumed by product chains. The net
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fuel consumed by process is the net fuel energy consumed to provide heat and power
for the process excluding the energy contained in the raw materials. The total energy
consumed by process is the sum of net fuel energy and the raw material energy
consumed by the process, where the raw material energy is the difference in enthalpy
between the raw materials and the products. The total energy consumed by product
chain is the sum of total energy consumed by process and that consumed in the
productions of the raw materials, which is used to compare processing options
involving alternative raw materials. Tanzil, et al. (2002) gave the PME levels of
maleic anhydride production via the oxidation of n-butane as an example (Table 2-12),
where Level 3 is the most efficient in terms of total energy consumed by process.
Meanwhile, BRIDES to Sustainability (2002) illustrated the PME level results of
different products (Table 2-13). This methodology is a valuable tool in decision-
making for chemical producers, and helps managers to assess current performance, set
goals for improving energy efficiency, and include the concept of sustainability in
long terms of objectives for business and environmental performance.
C-2-3. Cost and Uncertainty for Measuring Sustainable Development

Koomey and Krause (1996) gave an introduction to externality costs, which is
synonymous with sustainable cost. Externality is defined as social costs that are not
reflected in market transactions, and now it is especially used in energy plants. When
externality costs are analyzed there are four steps, i.e. insults to physical and human

environment, pathways (convert insults to stresses), stresses (physical or social
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consequences of insults), and environmental and social costs of insults. The externality

formula is as follows:

Externality Cost = Size of Insult x Value of Environmental Damage

Table 2-12 PME Levels for Production of Maleic Anhydride via the Oxidation of n-

Butane, from Tanzil, et al. (2002)

Energy requirement (BTU/Ib- | Level 0 | Level 1 | Level 2 | Level 3 | Level 4
product)

Fuel energy required for electricity 4,581 4,581 4,581 4,097
generation

Fuel energy required for steam 5,036 2,249 1,574 2,711
generation

Auxiliary  fuel  required  for 3,227 3,227 3,227 252"
incineration

Total fuel energy required 12,844 | 10,057 9,382 7,060

Fuel energy credit -12,077 | -12,077 | -12,077 | -19,483

Net fuel energy consumed by 767 | -2,020 | -2,695 | -12,423 -5,522
process

Raw material energy consumed by | 15,025 | 15,025 | 15,025 | 19,812 5,522
process

Total energy consumed by process 15,792 | 13,005 | 12,330 7,389 0

"Auxiliary fuel is added to the waste stream for the generation of additional steam in

Level 3 process.

Table 2-13 Total Energy Consumed by Process for Different Products in PME, from
BRIDGES to Sustainability (2002)

BTU/Ib-product Level 0 Level 1 Level 2 Level 3
% reduction from Level 0
Acetic acid 3,625 3,625 3,584 3,293
0% 0% 1% 9%
Acetic anhydride 2,785 2,770 2,450 2,217
0% 1% 12% 20%
Maleic anhydride 15,792 13,005 12,330 7,389
0% 18% 22% 53%
Terephthalic acid 11,319 10,038 10,038 7,818
0% 11% 11% 31%
Caprolactam 35,805 35,805 33,184 23,501
0% 0% 7% 34%
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where Externality Cost is the total external cost to society, in dollars; Size of Insult is
expressed in physical units (Ibs emitted or hectares degraded); Value of Environmental
Damage (VED) is expressed in dollars per physical unit of insult. The estimates of
externality costs vary as a function of population density, geographic and
meteorological conditions, stringency of emissions regulations, and other factors.
Externality costs must be normalized to some common unit of service for consistent
comparison. Consistent comparisons require those environmental insults from both
energy efficiency and supply technologies must be included in externality
assessments. They presented the methods of calculating the value of emissions
reductions, which are direct damage estimation and cost of abatement. The latter one
is also called revealed preferences. Usually control of abatement yields higher
externality values than do direct damage estimation. For example, the externality costs
for NOy in air basin of San Diego from direct damage estimation and cost of
abatement are $2.78/1b and $9.15/1b in 1989, respectively. The externality cost of CO,
based on direct damage estimation in 1989 from Pace University is $0.026/1b-C, and
from Minnesota the range is $0.09/1b-C to $0.021/1b-C. Even though there are large
uncertainties in assessing externality costs, the externality cost should be incorporated
in the analysis of the triple bottom line.

In power generation systems, externality costs, namely the electricity
externality costs, have been studied for over ten years. In Table 2-14 some of these

types of costs are presented by Rowe, et al. (1995). These costs have different names,
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such as carbon taxes, and different values. There are carbon taxes on fossil fuels, such
as about $1.5 per ton of CO; in Finland and over $45 per ton of CO, in Sweden.

Table 2-14 Selected Carbon Dioxide Values ($/Short Ton of CO; in 1992), from
Rowe, et al. (1995)

State or Program $/Short Ton of CO,

Forest management (Coastal Environmental 1 to 5.50

Services, 1992)

New York (NY PSC Order 89-15) 1.2

Massachusetts (MA DPU Orders 89-239/91-131) 25

Wisconsin (PSC Order, Docket No. 05-EP) 15

California 1992 Electricity Report 8.7

DICE Model (Nordhaus (2)) 1.4

New York State Draft 1994 Energy Plan Low 3.1, Medium 6.2, High
12.4

Nevada (PSC Docket 8§9-752) 23

Oregon (Order 93-695) 10 to 40

Note: The low, medium, and high values are specified as a three-point discrete
probability distribution from a beta distribution, which is unimodal and sufficiently
flexible to allow symmetry or skewness in the distribution of values.

The environmental values, which are used in the economic model as the
emission penalties, adopted by the Minnesota Public Utilities Commission are listed in
Table 2-15. The table shows zero values for SO, starting after the year 2000 and
shows zero values for CO, beyond the borders of the State of Minnesota. The SO,
value is zero because SO, damages will be internalized after 2000 and, therefore,
applying environmental costs would be double accounting.

Mann (2001) described cultural changes and water-asset realignment to
support water-reuse projects when most people focused on toxics and carbon dioxide.
He mentioned Water System Optimization (WSO) and the traditional costs associated

with water use and discharge (Table 2-16). Industrial water reuse is recognized as a

significant step towards reducing the impact of the chemical process industries on our
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Table 2-15 Environmental Values for Emissions from Different Sites, from
Sustainable Minnesota (2003)

Urban Metropolitan Rural Within 200
Fringe Miles of
Minnesota
SO, (1995 to year 2000- 112-189 46-110 10-25 10-25
$/ton)
SO, (after year 2000- 0 0 0 0
$/ton)
PM10 (§/ton) 5,060-7,284 | 2,253-3,273 | 637-970 637-970
CO ($/ton) 1.20-2.57 0.86-1.52 | 0.24-0.46 | 0.24-0.46
NOx ($/ton) 421-1,109 159-302 20-116 20-116
Pb ($/ton) 3,551-4,394 | 1,873-2,262 | 456-508 456-508
CO; ($/ton) 0.34-3.52 0.34-3.52 | 0.34-3.52 0
Table 2-16 Traditional Manufacturing Costs Associated with Water Operation, from
Mann (2001)
Water Operation Associated Costs
Intake Water tariffs, solid disposal, pumping, maintenance
Treatment Treatment chemicals, solid disposal, pumping,
maintenance, capacity increases
Water Use Pumping, maintenance, heating/cooling

Treatment chemicals, aeration, pumping, maintenance,
heating/cooling, capacity increase

Compliance monitoring, discharge tariffs, solid disposal,
pumping, maintenance

Wastewater Treatment

Discharge

environment. Thus, tools such as water-pinch technology, mass-exchange networks
and mathematical optimization were a focus of process integration research during the
1990s. These tools are now available through commercial software packages and some
focus has shifted towards implementation. Dow Chemical Company is leveraging the
lessons learned in the integration of wastewater-treatment assets to the execution of
projects to identify and implement water-reuse opportunities. Their first step was
realigning freshwater-treatment assets under the control of a single global business

unit. This approach provides an environment for accurately evaluating the true cost of
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water use and discharge and of managing water resources to ensure future freshwater
supplies.

Montgomery and Needelman (1997) studied the welfare effects of toxic
contamination in freshwater fish and estimated the benefits of removing toxic
contamination from New York State water bodies. They linked the Environmental
Protection Agency's Aquatic Based Recreation Survey with water-quality data from
the New York Department of Environmental Conservation. Using a repeated discrete
choice model of fishing behavior of fishermen, the elimination of toxic contamination
from New York lakes and ponds would generate an annual benefit of about $63 per
capita, per season. Their data permit estimation of welfare gains from eliminating
acidity ($14.85 per capita per season), and other benefits listed in Table 2-17.

Table 2-17 Welfare Cost of Water Quality Problems, from Montgomery and

Needelman (1997)

Problem Compensating Variation

Per Per Capita per

Trip Day Season
Toxic Contamination $1.51 $0.45 $63.25
Toxic Site Close to Fishing $2.08 $0.62 $87.09
Acidity (threatened or impaired) $0.32 $0.10 $13.82
Acidic Sites Closed to Fishing $0.34 $0.10 $14.85
Toxic Contamination plus Acidity $1.89 $0.56 $79.44

Shonnard, et al. (2001) considered the uncertainty analysis for toxicity
assessment of chemical process designs. In any system, there are four categories of
uncertainty for predicting environmental impacts, i.e., model-inherent uncertainty in
both the process model and the environmental fate and transport model, process

inherent uncertainty, external uncertainty, and discrete uncertainty. The uncertainty
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characteristics of the environmental properties from statistical analysis are propagated
through the environmental impact assessment model including emission estimation,
environmental fate and transport modeling, and relative risk assessment. In the case
study of VOC recovery, they obtained results for the standard error in the inhalation
toxicity index to be between 23.1% and 31.4% of the index’s mean value. They said
that the level of uncertainty could be predicted and used by process designers and
decision-makers to discriminate between operating conditions that are statistically
significant.

In summary, there are many ways to measure the sustainability and each has
merits and deficiencies. Sustainability metrics and SPI are two important ones of
them. Sustainable costs are required to be included with economic and environmental
costs.

C-3. Eco-Efficiency

Eco-efficiency is a similar idea to sustainable development. In 1992, the
Business Council for Sustainable Development (now the World Business Council for
Sustainable Development) introduced the term “eco-efficiency”. This term describes
the extent to which corporations deliver competitively-priced goods and services that
satisfy human needs and bring quality of life, while progressively reducing ecological
impacts and resource intensity throughout the lifecycle to a level at least in line with
the Earth's estimated carrying capacity.

Schwarz, et al. (2001) described the relationship between sustainability and

eco-efficiency (Figure 2.8). Eco-efficiency is an important part of sustainability.

59



Accordingly, Beloff, et al. (2002) described an important subset of sustainability
metrics, eco-efficiency metrics, which relate two of the three dimensions of
sustainability, i.e. economic and environmental performance. Therefore, the
appropriate metrics for social performance can be combined with the eco-efficiency
metrics to simultaneously track progress in the sustainability areas, i.e. economic,

environmental and social performance.

Sustainability

S

New Business
Models

Social Welfare Social & Cultural Factors
Effectiveness Freedom to
Operate
Service value
' New Markets
Eco-Efficiency New Technology
Profitability

Environmental

Pollution
Impact

Prevention

Business Efficiency

Toxics Reduction License to Operate

Figure 2.8 Eco-Efficiency vs. Sustainability, from Schwarz, et al. (2001)
Steinmetz (2001) provided the analytical tools to shape eco-efficient products
and processes of the future. He used information on energy consumption, risk

potential, materials consumption, emissions and toxicity to derive an “ecological

60



fingerprint” over the entire lifecycles of the alternative processes for each product or
service. The fingerprint is then combined with economic data to estimate eco-
efficiency. He described the weighting factors for five categories of effects on the
environment in Figure 2.9, where global warming potential plays a more important
role than others in the atmosphere emissions. That is a reason why CO; reuse is
reviewed later in this chapter. He concluded that eco-efficiency analysis can be used to

compare and position products, and set product strategy.

Weighting factors
|
| |
Input (50%) Undesired output (50%)

[ l | [ I |
Energy Raw Risk Emissions Toxicity
consu- materials potential (20%) potential
mption consu- (10%) (20%)
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(25%) [ |
Atmosphe Water Waste
-ric emissions (15%)
emissions (35%)
(50%)
[ | l | |
Global Ozone Photoche- Acidificat
warming depletion mical -ion
potential potential ozone potential
(50%) (20%) creation (10%)
potential
(20%)

Figure 2.9 Weighting Factors of Effects on the Environment, from Steinmetz (2001)
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Morse (1999) reported the status of eco-efficiency metrics that are employed
by Dow, Dupont, ICI and Novartis companies, which tries to assess the economic and
environmental impact of business operation with two types of indicators. Core
indicators, such as greenhouse gas emissions, have relevance to all businesses.
Supplemental indicators, such as the release of a particular toxic chemical, are highly
dependent on a specific business. This approach is common for chemical producers to
measure resource consumption, plant emissions, product value and recyclability. Also
this focus on eco-efficiency excludes the social factors that need to be included.

In summary, eco-efficiency emphasizes the relationship between producing
and ecology systems. Eco-efficiency is one part of sustainability, dealing with
economic and environmental performance in the sustainability. Eco-efficiency metrics
should be used together with social performance metrics to evaluate the sustainability
of products or processes.

C-4. Green Chemistry and Green Engineering

As people pay more attention to the environment, green chemistry and green
engineering have become more popular and are closely linked and coined. The Green
Chemistry Program at EPA was launched by executive order to use chemistry for
source reduction, the highest tier of the risk management hierarchy as described in the
Pollution Prevention Act of 1990. The Green Engineering Program was established by
EPA's Office of Pollution Prevention and Toxics to incorporate pollution prevention

into process design. The program provides risk assessment screening tools to explore
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ways to minimize negative impact on human health and the environment. A textbook
has been published on Green Engineering by Allen and Shonnard (2002).

Green chemistry, also known as sustainable chemistry, is an umbrella concept
that has grown substantially since it became fully popular several years ago.
Sustainable chemistry is defined by Organization for Economic Co-operation and
Development (OECD) (1998) as

“Within the broad framework of sustainable development, we should strive to

maximize resource efficiency through activities such as energy and non-renewable
resource conservation, risk minimization, pollution prevention, minimization of
waste at all stages of a product life-cycle, and the development of products that are
durable and can be re-used and recycled. Sustainable chemistry strives to
accomplish these ends through the design, manufacture and use of efficient and
effective, more environmentally benign chemical products and processes.”

Ritter (2002) proposed that the aim of green chemistry was preventing
pollution through better process design rather than by managing emissions and waste -
the “end of pipe” solution. Green chemistry required all chemists and chemical
engineers to use classical chemistry as well as emerging fields off biotechnology and
nanotechnology to design chemical products and processes that have little or no
impact on the environment. He also stated that the important areas of green chemistry
included the use of renewable raw materials, direct oxidation using oxygen, improved
separations technology, and all forms of catalysts.

Rodgers (2001) said that green chemistry involves designing chemical
products and processes that reduce or eliminate the use and/or generation of hazardous

substances. Also he stated that green chemistry involves a fundamental shift in the

way that science views chemical design and synthesis.
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Anastas, et al. (2001) gave the definition of green engineering, which is the
design of systems and unit processes that obviate or reduce the need for the use of
hazardous substances while minimizing energy usage and the generation of unwanted
by-products. For example supercritical CO, is used in chemical processes in place of
toxic solvents.

Anastas in CHEMRAWN XIV conference, which was cited in Ritter (2001),
gave the reason green chemistry is being adopted so rapidly around the world is
because it is a pathway to ensuring economic and environmental prosperity. He also
said that the reason green chemistry is powerful is because it starts at the molecular
level and ultimately delivers more environmentally benign products and processes.

Curzons, et al. (2001) proposed that long, medium and short-term paradigm for
processes to be green is just like the pursuit of atom economy, the marriage of
chemistry and engineering, and getting your house in order. They listed the categories
of green metrics, i.e. mass, energy, pollutants or toxic dispersion, persistent and
bioaccumulative, ecotoxicity, human health, photochemcial ozone creation potential,
greenhouse gas emissions, safety and solvent. These metrics are similar with the
chemical sustainability metrics, adding some metrics about solvents and for the single
reactions not for the complex plant with more than one reaction. For example, the
green metrics in mass are as follows:

total mass (kg)

Mass intensity =
mass of product (kg)

mass of isolated product (kg) x 100%
0

Reaction Mass Efficiency (RME) = - -
total mass of reactants used in reaction (kg)
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product molecule weight

x100%

Atom economy =

molecule weight sum of all reactants used in reaction

Carbon efficiency =

mass of carbon in product (kg)

x100%

total mass of carbon in key reactants (kg)

The green metrics in energy are

total process energy (MJ) and

mass of product (kg)

total solvent recovery energy (MJ)

mass of product (kg)

The comparison of average atom economy with average reaction mass

efficiency (RME) for some chemistries are listed in Table 2-18. They argued that

RME is a more realistic metric to illustrate how far from “green” based on mass of the

process, and mass and energy appear to be good leading indicators of overall

environmental impact, although toxicity metrics are still evolving. Also in the short-

term, rigorous management of solvent use is likely to result in the greatest

improvements to making process greener. In addition, they gave a table of selected

green metrics.

Table 2-18 Comparison of Average Atom Economy with Average RME for Five
Chemistries, from Curzons, et al. (2001)

Chemistry type Atom economy (%) RME (%)
Resolution 40 31
Decarboxylation 77 68
Epoxidation 83 58
Sulfonation 89 69
Esterification 91 67

Tundo and Anastas (2000) dealt with the synthetic pathways and processes in

green chemistry. They said that the development of new processes that are
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simultaneously economically sustainable and environmentally responsible is the
challenge for the twenty-first century.

Anastas and Warner (1998) presented the tools for green chemistry to get its
target as alternative feedstock (starting materials), reagents, solvents, product (target)
molecule and catalysts, also process analytical chemistry to measure and control
reaction conditions. They also listed the twelve principles of green chemistry as
follows:

e prevent waste better than to treat or clean up waste after it is formed;

e design synthetic methods to maximize the incorporation of all materials used in
the process into the final product;

e design synthetic methodologies to use and generate substances that possess
little or no toxicity to human health and the environment;

e design chemical products to preserve efficacy of function while reducing
toxicity;

e avoid auxiliary substances, such as solvents and separation agents, wherever
possible and, innocuous when used;

e select raw material of feedstock to be renewable rather than depleting wherever
technically and economically practicable;

¢ minimize environmental and economic impacts of energy requirements and try
to conduct synthetic methods at ambient temperature and pressure;

e avoid unnecessary derivatization, such as blocking group, protection and

deprotection whenever possible;
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e catalytic reagents (as selective as possible) superior to stoichiometric reagents;

e design chemical products which do not persist in the environment and break
down into innocuous degradation products at the end of their function;

e develop analytical methodologies to allow for real-time, in-process monitoring
and control prior to the formation of hazardous substances;

e choose substances and form of a substance used in a chemical process so as to
minimize the potential for chemical accidents, including releases, explosions,
and fires.

Allen and Shonnard (2002) gave the detailed information about
environmentally preferable or green approaches to the design and development of
processes and products in their book Green Engineering. First they gave the
characteristics of a chemical with low risk potential in aquatic environments and in the
air listed in Table 2-19. They also studied the risk management, waste management,
emission and waste modeling in the process design. The definition of risk is given by
the Presidential/Congressional Commission on Risk Assessment and Risk
Management (1997), which is the probability that a substance or situation will produce
harm under specific conditions. Risk is a combination of two factors - the probability
that an adverse event will occur and the consequences of the adverse event. Risk
management is the process of identifying, evaluating, selecting, and implementing
actions to reduce risk to human health and to ecosystems. The goal of risk

management is scientifically sound, cost effective, integrated actions that reduce or
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prevent risks while taking into account social, cultural, ethical, political, and legal
consideration.

Table 2-19 Low Risk Potential Chemical Characteristics in Different Medium, from
Allen and Shonnard (2002)

Medium type Low Risk potential chemical characteristics
In aquatic 1. High Henry's Law constant (substance will volatilize into the
environments air rather than stay in the water)
2. High biodegradation (it will dissipate before exerting adverse
health effects)

3. Low fish toxicity parameter ( a high value of the
concentration lethal to a majority of test organisms or LCs )

4. Low Bio-Concentration Factor, BCF (low tendency for
chemicals to partition into the fatty tissue of fish, leading to
exposure and adverse health effects upon consumption by
humans)

In the air 1. Low toxicity properties (high Reference Dose [RfD] for
inhalation toxicity to humans or a low cancer potency)

2. Low reactivity for smog formation (ground level ozone
production)

Allen and Shonnard (2002) defined chemical risk as a function of hazard and

exposure:
Risk = f (Hazard, Exposure)

Hazard is the potential for a substance or situation to cause harm or to create adverse
impacts on persons or the environment. The magnitude of the hazard reflects the
potential adverse consequences, including mortality, shortened life-span, impairment
of bodily function, sensitization to chemicals in the environment, or diminished ability
to reproduce. Exposure denotes the magnitude and the length of time the organism is
in contact with an environmental contaminant, including chemical, radiation, or
biological contaminants. When risk is in term of probability, it is expressed as a

fraction, without units. It has values from 0.0 (absolute certainty that there is no risk)
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to 1.0 (absolute certainty that an adverse outcome will occur). There are four
components of risk assessments, which are hazardous assessment, dose-response,
exposure assessment, and risk characterization.

The waste management hierarchy is defined as follows (Allen and Shonnard,
2002): pollution should be prevented or reduced at the source whenever feasible;
pollution that can not be prevented should be recycled in an environmentally safe
manner, whenever feasible; pollution that can not be prevented or recycled should be
treated in an environmentally safe manner whenever feasible; and disposal or other
release into the environment should be employed only as a last resort and should be
conducted in an environmentally safe manner. Based on this definition the waste
management hierarchy in the descending order is source reduction, in-process recycle,
on-site recycle, off-site recycle, waste treatment, secure disposal and direct release to
the environment. Process design modification for pollution prevention will constitute
the first four elements of the waste management hierarchy.

Fugitive emission sources, which are valves, pumps, piping connectors,
pressure relief valves, sampling connections, compressor seals, and open-ended line,
are significant contributors to air pollution from synthetic organic chemical
manufacturing industrial facilities. Allen and Shonnard (2002) pointed out that as
much as one third of air emissions occur from fugitive sources. Their major modeling
approach to estimation of environmental fates of emissions and wastes is to use
multimedia compartment models, which predict chemical concentrations in several

environmental compartments simultaneously.
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The metrics for environmental risk evaluation of process designs are shown in
Table 2-20. The goal of design activity, called byproduct synergy, zero waste systems,
or even industrial ecology, is to create industrial systems that are as mass efficient and
tightly networked as possible.

Table 2-20 Environmental Impact Index Categories for Process Flow-Sheet
Evaluation, from Allen and Shonnard (2002)

Abiotic Indexes Health-Related Indexes Ecotoxicity Indexes
Global warming Inhalation toxicity Fish aquatic toxicity
Stratospheric ozone depletion  Ingestion toxicity

Acid deposition Inhalation carcinogenicity

Smog formation Ingestion carcinogenicity

In general green chemistry and green engineering have strong relationships
with global sustainability. Verbound, loosely translated as integrated systems, is a
networking approach that combines isolated company functions with social interests in
product development to improve overall efficiency. Verbound was started at BASF's
Ludwigshafen and has spread to BASF sites worldwide. Verbound in some ways is
similar to the Six Sigma business-improvement process, which has made inroads in
major U.S. businesses, such as Motorola, Dow Chemical, Dupont and General Electric
(Ritter, 2001). Six Sigma is a company-wide effort to reexamine projects to discover
the root causes of problems with the idea of optimizing a product to make it better.
Ritter (2001) brought forward that Verbound, Six Sigma, the chemical industry's
Responsible Care program, and the triple bottom-line business strategy that combines
a commitment to profit, ecology and social responsibility are all concepts that share

the goals of at least some parts of twelve principles of green chemistry presented by
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Anastas and Warner (1998). All of these concepts are needed to meet the target of
global sustainability.

In summary, green chemistry and green engineering have the same goals to get
to sustainable development, where chemists and chemical engineers coordinate efforts
in order to get the best way to serve the society.

C-5. Ways to Sustainability

For sustainable development there are different opinions on how to deal with
pollution control and how to reach sustainability. Hogue (2001a) stated EPA assessed
economic benefit fines to remove any financial incentive for violating environmental
regulations using BEN model. BEN is the EPA computer model to calculate the
economic benefit of a pollution control violation. She also stated that Susan Dudley,
deputy director of the Regulatory Studies program at Mercatus Center of George
Mason University, does not support the concept of fines to capture a company’s
economic benefit from a violation because it is not providing incentives to try to
minimize environmental harm. Instead she favors fines aimed at collecting the cost to
society of a violation.

Clarke (2001) provided a refinery LP-model-based CO, management
methodology. The CO; refinery LP model optimizes the various options available and
selects the optimal route to be used according to economic optimization criteria. The
model can be run with fixed emissions targets (a process constant) or with an

economic incentive (an economic constraint) on capturing CO, or avoiding its
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emission. Refinery options include avoiding production of CO; in the first place, vs
capturing CO, after emission.

There are different names and ranges for sustainable cost of carbon. For
example, energy industries employ “shadow” price for carbon to measure the cost. A
shadow price in the range of $5 to $40 per ton of carbon reflects a broad range of
potential damages from the increase of greenhouse gas concentrations in the
atmosphere highly dependent on assumptions about discount rate and damage function
(World Bank, 1996). Greenhouse gas emissions will be converted to equivalent carbon
emissions with factors determined by the Intergovernmental Panel on Climate Change
(IPCC). Equivalent carbon emissions for carbon dioxide are calculated by multiplying
the change in carbon dioxide emissions by 12/44, the molecular weight ratio. For
methane, the equivalent carbon emissions are calculated by multiplying the emissions
by the global warming potential (approximately 24.5 on a mass basis) to convert
methane to carbon dioxide and then by 12/44 to convert to equivalent carbon.

Emission-trading is a mechanism for lowering the cost of meeting
environmental performance goals. Emission-trading lowers the cost of meeting
emissions limits in three ways. The first is that trading allows companies with low-
cost emissions reduction opportunities to reduce their emissions below the limits
prescribed by the cap, then sell their surplus reduction to companies facing limits
whose reduction costs are higher. The second is that by creating financial incentives
for companies that lower their emissions, in the form of a market for surplus

reductions, emissions-trading spurs the development of new emissions control
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technologies and techniques. The third is that creative new approaches to emissions
prevention are encouraged because emissions trading gives business flexibility with
regard to how they meet their emission limits. The critical advantage of emissions
trading is that it allows society to get more pollution prevention for every dollar spent
on emissions reductions.

Hogue (2002) reported that the European Union would commence the world’s
first international emission trading system for greenhouse gases in 2005. The penalty
rate for the period 2005-2007 would be 40 euros per metric ton of CO; emissions not
covered by allowance. This penalty would rise to 100 euros per metric ton in 2008.
The EU would eventually add other greenhouse gases, such as methane, to its trading
effort. One drawback was participation would be voluntary (Franz and Ondrey, 2003).
For example, the Chicago Climate Exchange with 14 founding members was launched
in January 2003 as a voluntary cap-and-trade program for CO, and other greenhouse
gases.

The Environmental Resources Trust Inc. (ERT) is developing the GHG
(greenhouse gas) Registry ™ and associated services to support the key infrastructure
requirements needed for a robust GHG emissions reductions trading market. For a
carbon trading system to operate effectively, there needs to be: effective emissions
monitoring and reporting by participants; independent verification of emissions; and
an enforcement mechanism. For example, greenhouse gas value is between $5 and $35

per ton of carbon in the USA, Canada and Costa Rica.
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Hogue (2001b) gave the current state of the U.S. government views on the
strategies to control SO,, NOy, mercury, and maybe CO,. At least three substances, i.e.
sulfur dioxide, oxides of nitrogen, and mercury, should be in the multiple-pollutant
approach to regulating air emissions. And these so-called cap-and-trade programs
would work well for most of the power plant pollutants, especially for SO,. People
argued against including CO; in a multipollutant bill for CO;, has never been classified
as a pollutant by the Clean Air Act and does not pose any direct threat to human
health, unlike NOy, SO, and mercury. Hileman (2002) reported that although the Bush
administration had refused to join the international efforts to reduce greenhouse gas
emissions, more than half the states had policies to reduce greenhouse gases.

If the Kyoto Protocol goes into force, it will result in binding limitations in the
so-called “Annex I” countries: thirty-nine developed countries and countries with
Economies-In-Transition (EITs). These Parties agreed to ensure that their aggregate
GHG emissions do not exceed their assigned amount. The Protocol would institute
legally binding emission levels on six greenhouse gases, i.e., CO,, CH4, N>O, HCFs,
PFCs, SF¢. The Protocol will provide for possible carbon emissions trading among
Annex I countries. On the other hand, equity is of the fundamental concern in the
quest of international cooperation to stabilize greenhouse gas concentrations by
emission reduction and emission trading, which is presented by Bolin and Kheshgi
(2001).

Resources For The Future (2001) talked about some changes made to the

Kyoto Protocol in July 2001, in Bonn. There are several new agreements among
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participants, such as no quantitative limits placed on permit trading and there is an
upper bound for the use of biological sinks. The protocol did not specify any legally
binding consequences to enforce compliance with these commitments, such as
financial penalties. Hence permits in the market are nothing more than highly
speculative investment because uncertainty over compliance leads to uncertainty over
the value of permits. The conclusion is that the protocol lays a very poor foundation
for a robust international market in GHG, if this kind of market is the best way to get
cost-effective GHG control.

Sonneborn (2001a), from an Australian perspective, talked about the different
responses to the carbon trading. There is a growing awareness that GHG issues have
moved beyond the scientific debate. The economic impacts and the need to quantify
these are essential before concerted action can take place. Multiple benefits of GHG
response are desired by industry. And the assurance from the government and the
community are also engaged. The best way to categorize the current mood among
resource companies is a “wait and see” approach.

Sonneborn (2001b) also talked about Renewable Energy (RE) as a CO;
solution. The early development of RE technologies is as a response to global
warming. This development is in the economic interest of the world in the carbon
trading market. RE companies can benefit by building partnerships with companies
that will be required to reduce their CO, emissions.

Also similar to carbon trading, a sulfur dioxide (SO;) emission-trading

program proposed by former President Bush, is part of the 1990 Clean Air Act
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Amendments. This program is very successful. Based on that Burtraw (2001)
recommended that the method to allocate allowance is the most important for the
efficiency of a trading policy. There are three methods to allocate the emission
allowance in the electricity sector, which is very relevant for an economy-wide
program. The first is called revenue-raising auction where the auction can be coupled
with a cap or safety valve on the maximum price for allowances, and this approach is
also called the Sky Trust proposal after a group by that name formed to advocate this
approach. The second is called grandfathering where allowances will be distributed on
the basis of historic generation, derived from the SO, trading program. The third is
named Generation Performance Standard (GPS) which is from legislative proposals
and nitrogen oxide (NOy) policy in Sweden, where allowance will be distributed on
the basis of shares of current electricity generation. He concluded that revenue-raising
auction is much more cost-effective than the others, roughly 50% cheaper than each of
them, which means reducing CO, in an auction approach will have less effect on
economic growth than the other two and this approach provides the best form of
distributional benefit. But he also pointed that for the deployment of an auction
approach, a hybrid program that combined an auction with a GPS or grandfathering
should be used in a transition period, and ultimately this hybrid approach will be
replaced by an auction.

Just like carbon trading to control the greenhouse emissions, nutrient trading is
to improve water quality. Hennessy (2001) introduced NutrientNet

(http://www .nutrientnet.org/prototype/html/index.html), which is an online market and
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information tool to support regional nutrient trading, which is seen as a promising way
to meet water quality goals cost effectively within a Total Maximum Daily Load
requirement of the Clean Water Act. The trading aims at phosphorous and nutrient
reduction when the waters are becoming eutrophication and hypoxia, which becomes
dead zones, for example the areas of the Gulf of Mexico and the Chesapeake Bay are
well-known dead zones and they are becoming larger and larger. There are two types
of traders, one is point-source facility, such as municipal wastewater treatment plant or
phosphoric acid plant, which is regulated by discharge permits; the other is non-point
sources, such as agriculture land, which is unregulated. Hence, there are two general
ways for the trading, namely, a point-source and another point-source or a point-
source and a nonpoint-source. Therefore, the nutrient trading can also be considered in
the total cost analysis, especially for the agricultural chemical production.

While industries strive for sustainability, agriculture faces the same sustainable
problem in reducing the risk of global warming. Reese (2001) stated that Australia
farmers are taking part in a methane vaccine program whose idea is to reduce the
animals’ emissions of methane, a GHG, and thus slow global warming and offer
possibility of labeling and marketing sheep and cattle as environmentally friendly and
sustainable enterprise. As a GHG, methane is around 21 times more potent than
carbon dioxide. Sheep and cattle produce about 14% of Australia's total greenhouse

emissions, measured in CO; equivalents.
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Thayer (2001) stated that the benefits for U.S. farmers to plant genetically
engineered crops outweigh the risks. The environmental pollution is reduced from
reduced use of insect and herbicide pesticides.

In summary, there are many ways to get to sustainability, especially according
to Kyoto Protocol there is an emission-trading system. Since GHG is the important
factor for climate change, there should be emission-trading systems, such as carbon-
trading system, to reduce GHG emissions, or sustainable cost will be charged on
carbon emissions. Also SO, emissions-trading system is a successful example. In
addition to get to sustainability, other emissions should be reduced by some systems,
such as nutrient trading system. Industrial ecosystem and industrial park could be
better ways for some regions. Sustainable development is expanding from industries to
agriculture, and finally to every line of business.

D. CO, Utilization

There is an excess of 120 million tons per year of carbon dioxide from the
exponential growth of ammonia production in the last 30 years (Moulijn, et al., 2001).
Song (2002) estimated the potential upper limit of carbon dioxide use as a raw
material, where the total of 650 million metric tons of CO; included traditional
processes for urea and methanol in addition to plastics, fibers, rubber and other uses.

No single new technology will solve the entire problem of the carbon dioxide
emission reductions (Flannery, 2001). All of them have to overcome challenges of
economics, performance, and associated environmental impacts which are some of the

barriers identified to be able to make a new technology into widespread commercial
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use (Flannery, 2001). For example, the costs involved for CO, capture from a
manufacturing process, its separation and purification from the gaseous mixture, and
energy requirements for CO, conversion are some of the main challenges being faced
for the CO, utilization (Song, 2002). Most commercial plants capturing CO, from
power plant flue gas use is based on chemical absorption with monoethanolamine
(MEA) solvent. There are not many power plants use this method because these
processes are expensive due to the amount of energy needed to regenerate the
absorbent, about $150 per ton of carbon (Hairston, 2004). In addition, MEA has some
problems, such as relative low absorptivity for CO,, corrosiveness and decomposition.
Hence, the goal of many research efforts is the search for the viable MEA alternatives.

There are physical and chemical absorption processes for separation of CO, (Table 2-

21).
Table 2-21 Separation of CO,, from Aresta and Forti (1986)
Physical absorption Chemical absorption
CH;30H (Rectisol)
Molecular sieve (Union Carbide) Monoethanol amine
Membrane (Enstar Eng. Co.) Diethanol amine
Dimethylether of polyethylene glycol (Selectol) Triethanol amine
Gas/Spec (Dow Chem.) CO, acceptor: CaO+CO, — CaCO,
Propylene carbonate NMP (Purisol/Lurgi)
Sulfinol (Shell)

The utilization of CO; is based on its properties, such as solubility, reactivity,
inertness and non-toxic. CO; is generally considered as a green and environmentally
benign solvent because it is nontoxic, nonflammable and natural abundant, which is
regarded as a sustainable replacement for organic solvents in some chemical

Processces.
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Aresta (1997) categorized CO; uses from three different viewpoints as follows.
From environmental issues view, CO, can be used as solvents in the form of
supercritical or liquid; building block for organic carbamates-isocyanates-cabonates to
replace phosgene, and for carboxylates to avoid multistep procedures; carbon source
in the synthesis of fuel instead of using CO or coal. From energetic point the reactions
of CO; uses have two types. One is reactions where the entire CO, molecule is used
with small amount extra energy input, such as carboxylation; the other is reduction
reactions where C; or C, species is formed with extra energy in the form of electrons
and/or hydrogen. From the species formed based on their uses, there are two types of
CO, uses: one is for intermediates or fine chemicals for the chemical industry, such as
—COO-, -0-COO-, and —-NCO; the other is for the products for the entire industry,
such as CO and methanol. He concluded that it is a promising way to use CO, in
synthetic chemistry for creating benign synthetic methods to avoid toxic species and
saving energy and carbon.

Arakawa, et al. (2001) reviewed the current status of CO, utilization. Also
there is another abstract about CO; as a feedstock (National Research Council, 2001b).
About 110 megatons of CO, are used annually for the chemical synthesis. Now the
commercial chemical synthesis from CO, are urea, salicylic acid, cyclic carbonates
and polycarbonates, among which urea production is the largest with about 90
megatons in 1997. Salicylic and cyclic organic carbonate is used for polyacrylic fibers

and paints. Generally CO, can be used as a carbon source or an oxygen source. The
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detailed utilization of CO, is listed in Table 2-22, with some new reactions and
reaction conditions for CO, in Table 2-23.

Table 2-22 Chemical Synthesis from CO,

CO; hydrogenation

CO, +H, - CH4
CO2 + H2 ad CnH2n+2 or CnH2n

.
CO; + H, + NH; —» C,H,+1NH, or HCONH,; or Nt
CO, +H, + HY - HCOY +H,O
C02+H2—)C+H20

C02 + H2 —> CH3CH20H

CO, electrochemical reaction

CO, +2¢ +2H" — HCOOH

CO,+2¢ — CO

CO, + 4e +4H" — CH;0H

CO, +4¢ +4H" — CHy

CO, +12e" - CHy

COy+2e +2H + =~ - "° " "co04

Br

CO, +2¢ +2H + @
C02+2e+2H+é é é
CO, +2¢ +2H + = >

CO; carboxylation (CO, insertion)

CO; + ROH + R;NH — HCOOR + HCONR,
C02 + C2H4 + Hzo d CH3CH(OH)COOH
CO, +C,H,ONa — C,H,(COONa)OH

—% 5 C H,(COOH)OH
— GO0 5 ¢ H,(COOCH,)COOH

CO+R\/\+O—> r*_()

CO, + _)Hooc

S

[¢]

CO, + RC=CR _ S
CO,; + RNH; + R’X - RNHCOOR’
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Table 2-22 Continued

CO; carboxylation (CO, insertion) (Continued)

/()\T/OYO—)F
o)

CO, + % —

SR, s,
CO, + /\/ - Mo

CO, + CH4 — CH;COOH
CO; + ROH — ROCOOR
R

|
[/ N e

- 0o
COo+2R— - o

R
I

C02+N—>\ °

_[_O)LTWN\WOM

COy+ NIV 4

N7 P
cop | o TTETE Mo

CO; + M-R - RCOOM
R R R /
COz‘Fl—) o + o

CO, + C;Hy - CH3CH,COOH + CH3CH,COOC,Hj;

(o]
/J\Aojk( )WAOM s
CO, + CH,CCH; —» or or /o

COer/\7+)\/—>F(°\<’+w‘/Cﬁo
S o~ ‘jA/\N
C02+2N+‘v_)m+o o/\r

(0]

A =

=

N/

C02+2N + 0 o0 o oM

CO; used as oxidant (oxygen provider)

CO, + C3Hg — CsHg
CO, +CHy — CO
CO;, + 2NH; — CO(NH2)2 + H,O
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Table 2-22 Continued

CO; used as oxidant (oxygen provider) (Continued)

CO, +

Coz—i—é_)ig

9}

HN-R-NH,  —t-N— R— N ——

Note: M — metal; X- haloid element; HY- H,O, KOH, ROH, HNMe; R, R’-alkyl
radical

Table 2-23 New Reactions of CO,

CO; Reactions and Reaction Conditions

CO, +3H, > CH,;OH+H,0 methanol

Raney Cu-Zr catalyst, flow reactor, 523 K, 5 MPa, CO,/H, = 1/3, SV = 18,000h"
1, methanol activity 941 mg-MeOH/ml-cat-h, (Toyir, et al., 1998).

Pd promoted Cu/ZnO/Al,O; catalyst, internal recycle reactor (300 cm’ volume,
100 cm® catalyst basket), 5 MPa, 250°C, H,/CO, = 4/1, flowrate is larger than
240 ml/min (s.t.p.), methanol selectivity about 58-65% (Sahibzada, et al., 1998).
Production capacity 50 kg/day, multicomponent catalyst
Cu/Zn0O/Zr0O,/Al,03/Ga,0s3, tube reactor, 523K, 5 MPa, H,/CO,=4/1, SV =
10,000h™, high selectivity with the purity of methanol 99.9%, methanol
production rate 600 g/l-cat-h (Ushikoshi, et al., 1998).

Ru promoted Cu-based catalyst (CuO-ZnO/Ti0,), conventional continuous flow
reactor, 1.0MPa, 553 K, molar ratio Hy/CO, = 4/1, W/Fco,, = 570 kg-cat-s/mol,
7.7% conversion, 20.4% selectivity (Nomura, et al., 1998).

Hybrid catalyst of Cu/ZnO/Cr,03 and CuNaY zeolite, fixed bed micro-reactor,
523K, 30 kg/cmz, H,/CO, = 3/1, flow rate = 30 ml/min, conversion to methanol
and dimethyl ether (oxygenates) = 9.37%, dimethyl ether selectivity in
oxygenates = 36.7% (Jun, et al., 1998).

Cu/ZnO-based multicomponent catalyst (Cu/ZnO/ZrO,/Al,03) modified with
the special silicone oil (5wt%), liquid-phase continuous reactor, 523K, 15MPa,
H,/CO, = 3/1, recycle rate of solvent = 100 l-solvent/I-cat/hr, 650 g-MeOH/kg-
cat/hr (Mabuse, et al., 1998).

Cu/ZnO catalyst (Cu/ZnO = 50/50wt%), flow type fixed bed reactor, 250°C,
5MPa, H,/CO,=3/1, SV = 26,000hr'1, methanol synthesis activity = 350 g/l1-
cat-h about 1.5 times higher than that over conventional coprecipitated Cu/ZnO
catalyst (Fukui, et al., 1998).

Ca addition Pd/SiO; catalyst, microreactor, 3.0 MPa, 523K, H,/CO,=3/1, SV =
10,000h™" (Bonivardi, et al., 1998).
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Table 2-23 Continued

CO; Reactions and Reaction Conditions (Continued)

CO

,+3H, > CH,OH+H,O methanol (Continued)

Pd-modified composite catalyst (38.1% Cu, 29.4% ZnO, 1.6% Cr,03, 13.1%
ALOs, 17.8% Ga,03), pressurized reactor, 270°C, 80 atm, SV = 18,800h'1,
CO,/CO/H, = 22/3/75, conversion to methanol = 22% (Hara, et al., 1998a).
Cu/ZnO/Al, O3 catalyst, packed-bed reactor, Hy,/CO, = 3/1, 20 bar, 220°C, SV =
4,500h", methanol yield = 7.1% per single pass, selectivity = 43.8% (Bill, et al.,
1998).

Cuo-ZnO-AlL,O; catalyst (Al,O3 Swt%), microreactor, 513-521K, 9MPa, H,/CO,
=3/1, GHSV = S,OOOh'l, recycle ratio = 4m3N/m3N, methanol yield = 95% for
3,000 hours (Hirano, et al., 1998).

2CO, +6H, - C,H,OH +3H,0 ethanol

5 wt% Rh/Si0; catalyst, a pressurized fixed-bed, flow-type micro-reactor, 533K,
5 MPa, H,/CO, = 3/1, flow rate = 100cm3/min, ethanol selectivity = 2.0%
(Kusama, et al., 1998).

Li/RhY catalyst, fixed bed flow reactor, 523K, 3MPa, H,/CO, = 3/1, 10ml/min,
ethanol selectivity = 16% (Bando, et al., 1998).

e Pd- modified Cu-Zn-Al-Kmixed oxide combed with the Fe-based catalyst,

330°C, 80atm, CO,/H,=1/3, SV = 20,000h'1, the space yield of ethanol =476
g/I'h (Yamamoto and Inui, 1998).

Conventional flow reactor, K/Cu-Zn-Fe-Cr oxides catalyst, 300°C, 7.0MPa,
35% CO; conversion and 16% ethanol selectivity (Higuchi, et al., 1998).
Conventional flow reactor, K/Cu-Zn-Fe oxides catalyst, 300°C, 7.0MPa, GHSV
5,000, Hy/CO, = 3/1, CO; conversion 44% and ethanol selectivity 20C-%
(Takagawa, et al., 1998).

2CO, +6H, - CH,OCH; +3H,0 dimethyl ether

Hybrid catalyst of Cu/ZnO/Cr,03 and CuNaY zeolite, fixed bed micro-reactor,
523K, 30 kg/cmz, H,/CO, = 3/1, flow rate = 30 ml/min, conversion to methanol
and dimethyl ether (oxygenates) = 9.37%, dimethyl ether selectivity in
oxygenates = 36.7% (Jun, et al., 1998).

CcO

,+4H, - CH, +2H,0 methane and higher hydrocarbons

Amorphous Ni-Zr-rare earth element catalyst (Ni-30Zr-10Sm), fixed bed flow
reactor, CO,/H, = 1/4, F/W = 5,400 ml-g'lh'l, 473K, CO, conversion = 98% with
water removal (Habazaki, et al., 1998).

Fixed bed reactor, Fe/HY catalyst, 573K, 10atm, H,/CO,= 3/1, CO, coversion
3.15%, CHy distribution in hydrocarbons = 75.70% (Kim, et al., 1998).
Fe-Cu-Na with US-Y catalyst, 250°C, 20atm, SV = 3,000 ml/g-cat/h, H,/CO, =3
/1, CO, conversion = 12.5%, 35.1 C-mol% conversion to CH4 (Xu, et al., 1998).
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Table 2-23 Continued

CO; Reactions and Reaction Conditions (Continued)

CO, +4H, > CH, +2H,0 methane and higher hydrocarbons (Continued)

e Fe promoted Cu-base catalyst, conventional flow reactor, 553K, 1MPa, H,/CO,
=4/1, W/Fco2,0 = 570kg-cat-s/mol, CO, conversion = 23.4%, selectivities for
CHy, C,Hg, CsHg and C4H o were 17.3%, 6.6%, 5.8% and 4.6% (Nomura, et al.,
1998).

e Fixed-bed flow reactor, Fe-Zn-Zr/HY catalyst, 360°C, 5SMPa, SV = 3,000 ml/g-
cat/h, Hy/CO, = 3/1, CO; conversion = 17.2%, hydrocarbon selectivity = 46.8%,
iso-butane yield = 3.0C-mol% (Tan, et al., 1998).

2CO, +6H, - C,H, +4H,0 ethylene and higher olefins

e Fixed bed flow reactor, Fe-ZnO/HY catalyst, 350°C, 50 atm, SV = 3,000ml/g-
cat-h, Hy/CO, = 3, 6 hours, CO, coversion = 13.3%, C,; yield = 4.5, ethylene
selectivity = 90% (Souma, et al., 1998).

e Fixed bed reactor, Fe-K/HY catalyst, 573K, 10atm, H,/CO, = 3/1, CO; coversion
21.28%, C,H,4 distribution in hydrocarbons = 9.12%, olefins selectivity = 82.38
C-mol% (Kim, et al., 1998).

e Fe-Cu-Na catalyst, 250°C, 20atm, SV = 3,000 ml/g-cat/h, H,/CO, = 3/1, CO,
conversion = 6.8%, olefin ratio in the group of olefin and paraffin = 70.5% (Xu,
et al., 1998).

CH, +CO, —» CH,COOH acetic acid

e Autoclave, VO(acac), catalyst, K,S,0g and CF;COOH were added, 80°C, 5 atm
CHy, 20 atm CO,, turnover number = 18.4, acetic acid yield based on CHy =
97% (Taniguchi, et al., 1998).

CO, +H, > HCOOH formic acid

e Autoclave, Rhodium catalyst, 25°C, 40 bar, H,/CO, = 1/1, 12 hours, 3440 mol
formic acid per mol Ru (Dinjus, 1998).

2CH, - 2C+4H,
CO, +4H, - CH, +2H,0
Total: CH, + CO, — 2C+2H,0 graphite

e Membrane reactor, nickel supported on SiO; catalyst, 500°C, 70% CO, reduced
to graphite carbon (Nishiguchi, et al., 1998).

CO; photoelectrical chemical and electrical chemical reactions
CO, > CO+CH, +C,H, + CH,0H + HCOOH + C,H,OH + CH,CHO

e ZrO,-modified, periodically activated, Cu electrode in 0.5 M K,SOy, 5°C, E = -
1.8V, faradaic efficiencies for CHy4, CoH4 and C,HsOH were 4%, 33% and 12%
at 90 minutes. (Augustynski, et al., 1998).
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Table 2-23 Continued

CO; Reactions and Reaction Conditions (Continued)

CO; photoelectrical chemical and electrical chemical reactions (Continued)

A functional dual-film electrode consisting of Prussian blue and polyaniine
doped with a metal complex, solar cell, CO, in aqueous solution to produce
lactic acid, formic acid, methanol, the maximum current efficiency for the CO,
reduction was more than 20% at —0.8V vs Ag | AgCl (Ogura, et al., 1998).

Gas diffusion electrode (GDE) of (CuO/ZnO = 3/7) : carbon black =6 : 5 (by
weight), 25°C, the reduction products were mainly C;HsOH with slightly
amounts of CO and HCOO', and a comparable amount of H,, faradaic efficiency
of 16.7% for C,HsOH formation with 88% selectivity at —1.32 V vs. Ag-AgCl
(Ikeda, et al., 1998).

CdS photocatalyst in acetonitrile, irritated with light of wavelengths longer than
300 nm, fraction of HCOOH in products = 75% with CO 20% (Torimoto, et al.,
1998).

Ti/S1 binary oxide catalyst, a quartz cell connected to a coventional vaccum
system, UV irradiation, 328K, CO, and H,O as reactants, methane and methanol
as main products, CH3OH selectivity = 22 mol% on the binary oxide at 1 wt% as
Ti0O; (Yamashita, et al., 1998).

Particulate-Cu/p-Si electrode, 20°C, pure CO,, 0.50-0.75V, current efficiencies
of CO, HCOOH, CH4 and C,H4 were 20.8%, 6.6%, 2.1%, 4.7%, respectively
(Nakamura, et al., 1998).

Pulsed electrolysis of CO; on Au, Ag, Cu and their alloyed electrodes, 10°C,
typical faradaic efficiencies on Cu electrode for CHs4, C,H4, C;HsOH, CH3;CHO
and HCOOH were 20.1%, 5.8%, 8.2%, 11.0% and 6.1% with total 87.4%
(Shiratsuchi, et al., 1998).

Autoclave, high purity CO,, by using Pt supported GDEs in reverse arrangement
methane was produced at faradaic efficiency of 38.8%; by using Ag and Pd
supported GDEs, CO was produced at faradaic efficiency of 57.5-86.0% (Hara,
et al., 1998b).

CH, +CO, — 2CO +2H, reforming to CO

Nickel-magnesia solid solution catalyst (Nig ¢3:Mgp.970), fixed bed flow reaction
system, CH4/CO, = 1/1, 1,123K, 0.1MPa, W/F = 1.2 gh/mol, methane
conversion = 80% (Tomishige, et al., 1998).

KNiCa/ZSI catalyst, 700°C, reaction scheme was described (Park, et al., 1998).

CH,C,H,+CO, - CH,C,H, +CO+H,O styrene

Zeolite-supported iron oxide catalyst, conventional flow-type reactor, 873K,
latm, CO,/EB (ethylbenzene) = 80, W/F = 298 g-h/mol, EB conversion = 40%,
styrene selectivity = 40% (Chang, et al., 1998).

Fe/Ca/Al oxides catalyst, 580°C, 1 atm, CO,/EB = 9/1, styrene selectivity =
70%, energy requirement = 6.3x10® cal/t-styrene (1.5 x 10° cal/t-styrene for
commercial process using steam) (Mimura, et al., 1998).
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Table 2-23 Continued

CO, +C,H; - C;H, +CO + H,0O dehydrogenation of propane to propylene

e (Cr03/Si0; catalyst, fixed bed flow reactor, 823K, 1atm, C;Hg/CO, = 1/1, W/F =
2g-cat-h/mol, CsHg yield = 9% at 0.33 hour (Takahara, et al., 1998).

Song (2002) described that for chemicals having large market and demand,
developing new and alternate processes where carbon dioxide can be utilized as a
reactant or co-feed is an effective way to increase the utilization of carbon dioxide. As
global warming becomes more severe and the fossil fuels will be depleted, energy
sources will have to be changed from fossil fuels to renewable and nuclear energy.
CO; can be reduced to methane, methanol, and other carbon based fuel by the new
energy sources. This will have no net CO; increase in the atmosphere, which have a
very good reduction on CO, emission.

CO; can react with metal salts to metal carbonate, such as Na,CO;, K,COs,
BaCO; and pigments in inorganic utilization (Aresta and Forti, 1986). Almost all of
CO; utilization is in organic processes (Table 2-22 and Table 2-23), such as the
production of aspirin.

CO, + C,H.,ONa — C,H,(COONa)OH
—#_5C,H,(COOH)OH salicylic acid
IR0, c H,(COOCH,)COOH aspirin

Methanol, CO, formic acid, N,N-dimethylformamide (DMF) and lower
hydrocarbons, such as methane, ethane, ethylene, have been prepared from CO, and
H, using different catalysts at elevated temperature and pressure, where hydrogen may

be replaced by electrons and protons.
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CO, +3H, — CH,OH + H,0
CO, +4H, — CH, +2H,0

Dimethyl ether (DME) is produced directly from CO, and hydrogen, by
producing methanol first then dehydrating methanol to DME by KEP company
(Chemical Engineering, 2001). KEP has achieved 90% CO; conversion and 45%
DME selectivity.

CO, +3H, - CH,0H + H,0
2CH,OH — CH,OCH, + H,0

By using the new catalysts, a chromium (III) bis(salicylaldimine) complex as
catalyst and 4-dimethylaminopyridine as co-catalyst, a variety of terminal epoxides,
such as aliphatic and aromatic epoxides and epichlorohydrin, can react with CO; to
produce corresponding cyclic carbonates in near quantitative yield and 100%
selectivity without side product or waste (C & EN, 2001).

In some processes carbon dioxide can replace the raw material or the reactant
which is hazardous or not an environmentally benign chemical. For example,
replacement of phosgene with carbon dioxide in the production of dimethyl carbonate
is a good example in this category (Song, 2002).

Supercritical CO; is a hydrophobic solvent that can replace organic solvents in
a number of applications. Currently CO; is used in caffeine extraction, dry cleaning
and parts degreasing (Aresta and Forti, 1986). Its potential use is in food and
pharmaceutical process, polymerizations, enhanced oil recovery, and homogeneous

and phase separable catalysis.
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The promising research areas for new utilization of CO; are: use CO, in new
polymers and complexes; produce fuels from CO;; try to replace phosgene with CO,
as much as possible; deploy both homogeneous and heterogeneous catalysts in the
processes of CO; utilization, such as polymerization, hydrogenation, electrochemical,
photochemical processes and in supercritical CO;; use electrochemical and
photochemical electron sources in presence of proton sources instead of expensive H;
in fast and stable processes.

Song (2002) reported that carbon dioxide can be used in enhanced recovery of
oil and natural gas, enhanced coal bed methane recovery where the requirement for
purity of carbon dioxide is low, with low processing costs for separation and
purification.

In addition, CO; can be captured and sequestrated as a long-term storage of
CO; in various reservoir locations with large capacities, such as geologic formations,
ocean, aquifers, and forest (Song, 2002). But the costs for direct sequestering CO, in
geological formations, oceans and natural systems have been summarized (Kim and
Edmonds, 2000). They estimated the cost to range from $120 to $340 per metric ton of
carbon equivalent, along with $50 per ton of carbon equivalent by 2015.

In summary, CO, has inorganic and organic utilization according to its
properties, where its organic utilization is very important. CO, can be reduced to
carbon based fuel with a renewable energy resource. CO; utilization can lead to the

reduction of CO, emission and alleviating global warming. There is a growing concern
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over carbon management, CO, conversion and utilization emphasizing the scope and
potential for CO, reduction.
E. Nanotechnology
E-1. Introduction to Nanotechnology

Nanotechnology is potentially regarded as the next big wave from a technology
perspective. There are many kinds of nanomaterials, such as fullerenes, carbon
nanotubes, polymer nanocomposites, nanopowder, and nanostructured materials in
biomedial, pharmaceutical and cosmetic applications. The NanoBusiness Alliance
(NBA) industry association reports that more than 50 U.S. venture-capital firms are
already investing in the nanotechnology and the grants from the government are large
amount. The involvement of nanotech includes many large companies. For example,
BASF, Dow Chemical, 3M, and Chevron are testing the waters in new materials by
investing in start-ups either directly or through venture funds. The market size of
nanotechnology may seem inflated by traditional materials, such as carbon black,
titanium dioxide and catalysts, which are being awarded the nanomaterials label
(Thayer, 2001). Figure 2.10 displays the different sides of nanobusiness, where the
total number of companies is 110 and there are some overlaps between categories.
E-2. Properties of Nano-Materials

Coy (2001) regarded nanoparticles as the bricks and mortar upon which a large
portion of the first wave of commercial nanotechnology will be built. Nanoparticles,
1-100 nm, have the properties of chemical, optical, mechanical, melting points, crystal

structures and etc, which depends on their sizes and synthesis technique.
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Figure 2.10 Nanobusiness Category, from Filmore (2001)

Meier (2001) introduced the structure of the Carbon NanoTubes (CNT). CNT
are insoluble and the iron catalyst present in the core of the CNT makes the samples
magnetic and inappropriate for solid-state NMR. The ideal model of CNT is that of a
perfect graphene tube, with fullerene-like units composed of 5-membered rings as well
as 6-membered rings. But in reality, there are numerous defects in CNT, which can be
verified by experiments.

Shelley (2003) described single wall nanotube (SWNT) and multiple wall
nanotube (MWNT). Individual SWNT can function as either metallic conductors or
semiconductors, while every MWNT inevitably has a mixed suite of such properties,
due to the alternating characteristics of its layered structure. Both SWNT and MWNT
are being used as key components in the production of high-strength composites, and

advanced sensors, electronics and optical devices, catalysts, batteries and fuel cells.
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Fullerenes are the third form of carbon after graphite and diamond. Fullerenes
have some unique properties, such as 1 nm diameter perfect spherical, large and
protected internal cavity, high mechanical strength and electronegativity, soluble and
chemically reactive.

E-3. Preparation of Nano-Materials

Shelly (2003) summarized that there were several technologies to produce
carbon nanotubes: arc discharge, pulsed-laser vaporization, chemical vapor deposition,
and several gas-phase processes, such as a high-pressure carbon monoxide process.
She also reported that Hyperion Catalysis International, Inc. in Cambridge, Mass.
claimed to be the world’s only tonnage-scale producer of carbon nanotubes.

Motiei, et al. (2001) reported the two ways of the preparation of Carbon
NanoTubes (CNT) discovered in 1991, physical methods and chemical methods.
Generally physical methods are low energetic efficiency, low yield and high technical
complexity, but the product quality is very good. Chemical methods are aimed at mass
production with low energy consumption and reasonable yield, but low quality. He
also introduced a new chemical method, which is that well-crystallized nanotubes
from dry ice in the presence of Mg by heating the precursors in a closed vessel at the
autogenetic pressure of the mixture.

Andrews and Jacques (2001) presented the development of the methods how to
make nanotubes with the following examples. At first Maurico Terrones from Harry
Kroto’s group at Sussex created a simple and familiar system of carbon deposition in

metal foils. Even if this method has good characteristics, such as high purity, low
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temperature and simple equipment requirement, the defects are very complicated
process for the feed preparation. Based on this method, several other methods are
found sequentially, and finally they can prepare nanotubes at the rate of 8 grams a day,
along with the best way to maintain the simplicity and efficiency of making
nanotubes.

Greene (2002) reported the process to produce fullerenes via a patented
combustion synthesis, invented at M.L.T. in 1991, which can move fullerenes out of R
& D and into commercial production with $0.2/g instead of $15-20/g. In this process
Ceo and Cr are formed in substantial quantities in the controllable ratio, along with
C7, Crs, Cgs and larger. The product collection and separation are based on
conventional technology.

In addition, Frontier Carbon Co. in Japan produces fullerene (hollow
molecules of pure carbon), mainly Cep and C; by burning a mixture of benzene or
toluene with oxygen, under a reduced pressure and at 1000-2000°C. Large-scale
production will cut the price of fullerene to 1/100 of the existing price of $50-60/g for
research quantities. Carbon Nanotechnologies Inc. and Kellogg Brown & Root will
commercialize single-wall carbon nanotubes or buckytubes, by injecting a gas-phase
catalyst precursor of transition metals into carbon monoxide at about 100 bars and
close to 1000°C. The initial capacity will be 200-400 g/d.

For nanoparticles, the example of technology is physical vapor synthesis (PVS)
and discrete particle encapsulation (DPE) reported by Coy (2001). In PVS, a plasma is

used to heat a precursor metal whose atoms boil off to create a vapor. The vapor is
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cooled by a gas into liquid molecular clusters. The molecular clusters are frozen into
solid nanoparticles during the cooling process. The metal atoms in the molecular
clusters mix with oxygen atoms, forming metal oxides smaller than 100 nanometers,
such as aluminum oxide. In DPE, two shells are added to nanoparticles, the insider is a
thin polymeric shell around each nanoparticle; the out layer is a second thin-shell
coating which contains spacer molecules that prevent the nanoparticles from coming
into contact with each other. The product is steric stabilization for nanoparticles used
in non-liquid solvents and polymers, and electrosteric stabilization for those needing
to disperse in a fluid.

E-4. Uses of Nanotechnology

The nanoparticles can be used in health care, catalysts, functional coatings,
fine polishing, ceramics, and etc. CNT have a lot of applications, such as being
superconductors, single-molecular transistors and the part of magnetic recording
devices after filled with metals or metal oxides.

Jacoby (2002) talked about the development on effective charge countering
attractive forces between uncharged particles. Colloidal dispersions are very important
in the industrial technologies. So the stability of suspensions of microscopic particles
is necessary. As demand, highly charged nanoparticles, as a second component, can
force uncharged or negligibly charged micrometer-sized particles into stable
arrangements. This technique is based on Coulombic repulsion between the charged
nanoparticles. Also by controlling the fraction of charged nanoparticles, colloidal

fluid, gels, and crystals can be prepared respectively. In other words, there is a critical
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nanoparticle volume. However, the defect of charged particles does not have
hydrophilic and hydrophobic characteristics.

Using electrochemical dip-pen nanolithography (E-DPN) to fabricate
polythiophene nanostructures on semiconducting and insulting surfaces in the sub-100
nm regime is the emerging field for nanotechnology, presented by Maynor, et al.
(2001). The monomer, 3,4-ethylenedioxythiophene (EDOT), is electrochemically
polymerized at the interface by applying a voltage between the tip and the silicon
wafer. The morphology is determined by the humidity, applied voltage and tip
translation speed. Also this technique derives a method to deposit polymer and oxidize
the Silicon surface simultaneously.

Withers, et al. (1994) summarized the applications of fullerenes, which include
AIDS, HIV-1 and other virus control, hydrogen storage for fuels and batteries, non-
linear optics, photoconductors, superconductors, precursors to diamond, carbon
composites and fibers, and as a basis of three dimensional chemistry expected to
surpass the utilization of benzene which is the well-known two-dimensional cage
molecule. They also evaluated the fullerene production in MER Corporation in
Arizona, whose material and energy costs accounted for only 14% of the total cost.

In summary, nano-materials have special properties and potentially broad
applications. Nanotechnology will play an important role in the expended chemical

industries as the technology develops.
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F. Reaction Path Synthesis

Mathematical programming models for the synthesis of chemical process
systems have got a lot of progress these years. Grossmann, et al. (1999) gave a
detailed review of the advances taking place in this area associated with some
examples, such as reactor networks, distillation sequences, heat exchanger networks
and total flow sheets.

F-1. Logical Inference

Raman and Grossmann (1991) described the logical inference for reaction path
synthesis that has the following formulation. In order to use mathematical
programming to perform the inference procedure, all the reactions should be
transformed into the propositional logic, then be converted into the corresponding
conjunctive normal form, and finally changed into the equivalent mathematical
representation.

First of all, express all the reactions in inference form by the basic operators,
OR(Vv), AND(A), IMPLICATION(=). The basic unit of propositional logic expression
standing for a state or an action is called a literal. A literal, for example P, is a single
variable having either of two values, true or false, with the associated literal
NEGATION P (—P). A clause is a set of literals separated by OR operators and is also
called a disjunction. A proposition is any logical expression which consists of a set of
clauses related by the logical operators AND, OR, IMPLICATION. For example,

A+B—>C+D isexpressedas ANB=CAD
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Secondly, the propositional logic will be transformed into the corresponding
conjunctive normal form by the three-step procedure raised by Clocksin and Mellish
(1981).

1. replace the implication by its equivalent disjunction:

C=>D&-CvD
2. move negation inwards using DeMorgan’s Theorem:

3. recursively distribute the ‘OR’ over the ‘AND’:
(AANB)VC < (AvCYA(BV ()

Finally, the conjunctive normal form is converted into the mathematical
representation, i.e. translate each clause into its equivalent mathematical linear form
by assigning a 0-1 binary variable y to each chemical and converting all reactions into
a set of the corresponding linear inequalities. For example,

(—mAv Cv D)A(Av—Cv—-D) becomes two linear inequality constraints

-y, +y +y,21
v, +1=-y +1-y, 21

After a set of linear inequalities have been created, the logical inference
problem can be formulated as the MILP as follows:
If the general problem is presented as:

Prove P,

s.t. B(Py, Py, ..., Pq)
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MILP is:

Z = Min ZCiyi

iel(u)

Ay 2 a,
s.t.
ye{o1}”

where Ay > ais the set of linear inequalities transformed from B(Py, P, ..., Py); the

objective function is obtained from P, similarly; I(u) is the index associated with P,,.
There are two possible results for the MILP. One is that Z=1, which means the clause
P, is always true on minimizing the objective function as an integer linear
programming problem; the other is Z=0, which means the clause is not true on
minimizing the objective function as an integer linear programming problem.
Sometimes the relaxed LP can reach the conclusion if one of the following types come
out:
1. Zieaxea™0: the clause P, is always true because Z is a lower bound to the
solution.
2. Zrelaxea=0: if the solution is fractional and unique then the clause Py is true; else
no conclusion can be reached.
That the clause Pu is always true means the product can always be produced from the
reactants whose value is 1. In other words, using logical inference the possibility of
product to be produced and possible reaction path are determined.
Raman and Grossmann (1991) also described the problem about logical
inference with uncertainty. There are two types of qualitative knowledge. One is

called hard logical facts, such as the basic chemical principles; the other is uncertain
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heuristics that are just rules of thumb may not always holding. With modeling the
violation of heuristics, the logical problem with uncertainty is formulated as an MILP
problem, whose objective is to obtain a solution with the least total penalty for the
heuristics violation.

minZ =w'v

s.t. Ay+vza ---—-- heuristics

By > b - logical facts

where v is for the violation of each heuristic rule; w is for the uncertainty of the
corresponding logical expression. The solution of this model is the best design
satisfying the possibly conflicting qualitative knowledge about the system. Logical
inference with uncertainty are more often encountered than only logical inference in
design and process synthesis to select the best flowsheet or design for producing the
required product starting with the available raw materials.
F-2. Graph-Theoretical Identification

As for reaction-pathway determination, Fan, et al. (2001, 2002) presented
graph-theory identification for the synthesis of reaction path, which is different from
logical reference. They have successfully employed it on ammonia process and
biochemical reactions (Fan, et al., 2001; Seo, et al., 2001). They defined two phases
for reaction-pathway determination: the first is the identification of all feasible

candidate mechanism; the second is selection of ultimate pathway or mechanism from
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those identified in the first phase. There are two sets of axioms employed in the

reaction-pathway determination (Table 2-24).

Table 2-24 Sets of Axioms for Feasible Reaction Pathway and Combinatorially
Feasible Reaction Networks, from Fan, et al. (2001)

Six axioms of feasible reaction pathways

Seven axioms of combinatorially
feasible reaction networks

(R1) Every final product (target) is totally
produced by reaction steps represented in
the pathway.

(R2) Every starting reactant (precursor) is
totally consumed by reaction steps
represented in the pathway.

(R3) Every active intermediate produced
by any reaction step represented in the
pathway 1is totally consumed by one or
more reaction steps in the pathway; and
every active intermediate consumed by
any reaction step represented in the
pathway is totally produced by one or
more reaction steps in the pathway.

(R4) All reaction steps represented in the
pathway are identified a priori.

(R5) The network representing
pathway is acyclic.

(R6) At least one elementary-reaction
step represented in the pathway effects
the activation of a starting reactant
(precursor).

the

(T1) Every final product (target) is
represented in the network.

(T2) Every starting reactant (precursor)
is represented in the network.

(T3) Each reaction step represented in
the network is defined a priori.

(T4) Every active species represented in
the network has at least one path leading
to a final product (target) of the overall
reaction.

(TS) Every chemical or active species
represented in the network must be a
reactant for or a product from at least
one reaction step represented in the
network.

(T6) A reactant of any elementary
reaction represented in the reaction
network is a starting reactant (precursor)
if it is not produced by any reaction step
represented in the network.

(T7) The network includes at least either
the forward or reverse step of each
elementary reaction represented in the
network.

P-graph is an unambiguous network representation in the reaction-pathway

determination. P-graph is a bipartite graph. It is represented as (M, O) with the set of

vertices M uUQO, and the set of arcs {(x,y):y=(a,f)eO and

xeatU{(y,x):y=(a,p)eOand x € B}, where O is the set of elementary-reaction

steps and M 1is the set of chemical or active species under consideration.

100



Oc PIM)xP(M),where ONnM =3. (a, ) is a reaction step if (a, ) € O, and
is called the input set and 3 the output set of this step. P-graph (M,O) representing a

reaction network is combinatorially feasibel if it satisfies axioms (T1) through (T7) in

Table 2-24. Also P-graph (M,0) representing a reaction pathway is feasible if it

satisfies axioms (R1) through (R6) in Table 2-24.

There are several efficient algorithms come out from the axioms in Table 2-24
to carry out the synthesis of a feasible network of elementary reactions. Algorithm
RPIMSG is for the maximal structure generation which contains all combinatorially
feasible structures satisfying axioms (T1) through (T7) in Table 2-24, i.e. reaction
networks or pathways. Algorithm RPISSG is for solution structure generation, which
generates the set of all combinatorially feasible reaction networks from the maximal
structure of reaction networks. Finally algorithm PBT is for feasible pathway
generation, which ascertains if each combinatorially feasible reaction network or
pathway is indeed a feasible pathway under axioms (R1) through (R5) in Table 2-24.

In summary, reaction path synthesis can well be solved using mathematical
programming. The reaction pathway gives no information on the reaction rate,
reversibility, equilibrium and reaction extent. So the final selection of valid reaction
path must be determined by comparison of the rate expression derived from the
feasible reaction pathways with the experimental data.

G. Summary
Sustainable development is about making choices and rendering actions that

leave no unnecessary environmental strain for future generations. Sustainability calls
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for balancing the economic concerns with the environmental and social issues.
Industrial ecosystem was first defined by describing the complex at Kalundborg,
Denmark. The conclusion was that chemical complexes employing industrial ecology
are more sustainable and profitable than the separate and independent plants
(Ehrenfeld and Gertler, 1997). TCA and LCA were developed by the Constable, et al.
(2000) for internal managerial decision-making. However, for both LCA and TCA the
greatest obstacle is the availability of data for some materials and processes. Currently
Type V cost (external cost, or sustainable cost) in TCA are not actually considered by
Dow Chemical Company for lack of the data (Koch, 2001).

There were many methods and tools to measure the sustainability of products
and processes. SPI was proposed to measure the total environmental impact of human
activities of various kinds, and it used an ecological evaluation system for process
engineering with the comparison of different systems and the various partial pressures
from one system on the environment (Krotscheck and Narodoslawsky, 1996, 2001).
The shortcoming of SPI is no consideration of social factors, regional restriction, and
it is difficult to extend it to the global application. Similarly, environmental and
economic factors were incorporated together without social factors by Chen and
Shonnard (2001). Meanwhile, metrics and indicators for sustainable development were
developed to measure the economic, environmental and social effects of the business
triple bottom line. These metrics and indicators were not efficiently and reasonably

incorporated together in the decision model. The external cost in power generation
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system has been studied for a long time but with a limited development and restricted
only in power generation area.

Eco-efficiency emphasizes the relationship between producing and ecology
system. Eco-efficiency is one part of sustainability, dealing with economic and
environmental performance in the sustainability. Eco-efficiency metrics should be
used together with social performance metrics to evaluate the sustainability of
products or processes.

In order to have sustainable development, green chemistry and green
engineering were described with the pollution control. Emission reduction, especially
for emissions of greenhouse gases, was carried out with sustainable cost. There were
many ways to estimate the sustainable cost, such as shadow price of carbon. Also
there were several ways to achieve sustainable development, especially according to
Kyoto Protocol there were emission-trading systems including carbon trading and
nutrient trading. BEN is the EPA computer model to calculate the economic benefit of
a pollution control violation.

Reaction path synthesis can be formulated as a mathematical programming
pattern. The reaction pathway gives no information on the reaction rate, reversibility,
equilibrium and reaction extent. So the final selection of valid reaction path must be
determined by comparison of the rate expression derived from the feasible reaction
pathways with the experimental data. Meanwhile, there is no consideration of total

cost for the reactions.
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In general, TCA, LCA, eco-efficiency and sustainability metrics can be used to
evaluated new products and processes (Kohlbrand, 1998). Also, modeling technology
can be used to describe and predict the performance of new processes in term of
traditional variables of production, product quality and efficiency but also include
environmental, health safety and sustainability evaluation. There is not enough
standard methodologies and measurement developed in the past two decades
(Kohlbrand, 1998). Some of these tools are available individually, such as TCA, LCA,
and some other being developed, for example, metrics for sustainability. SPI can be
employed to tell if one process is eco-efficient or not. Also, sustainability metrics can
be used to compare different independent processes. Only recently can we evaluate the
best configuration for processes based only on raw materials availability and products
desirability. At this point in time, there is no integrated set of tools, methodology or
programs to perform a consistent and accurate evaluation of new plants and existing
processes.

No one has provided the method to evaluate the sustainable development of the
chemical complex from macro-approach, which is the main task in this research. In the
next chapter Chemical Complex Analysis System will be described which combines
economic, environmental and sustainable costs basing on the TCA and incorporates
EPA Pollution Index methodology (WAR) algorithm to get the best configuration of
plants in a chemical complex effectively. The system will use a chemical production
complex with thirteen multiple plant production units in the lower Mississippi River

corridor, as base case. Thus, the base case is expanded to the superstructure with

104



alternative ways to produce intermediates that reduce wastes and energy and consume
greenhouse gases. The system will demonstrate the capabilities to select an optimum
configuration of plants in a chemical production complex incorporating economic,
environmental and sustainable costs, along with considering the energy saving and
CO; reuse.

Reactions using greenhouse gases and nanotechnology that can produce
potentially commercial products are to be determined. CO; reuse as a feedstock can
lead to the reduction of CO, emission and alleviating global warming. The non-
commercialized new/experimental processes will be designed with HYSYS to get the
material and energy balances. All new plants will be integrated into the complex with
using the Chemical Complex Analysis System. Meanwhile, the database of plants and
flows among chemical plants and refineries will be developed.

In summary, our research develops an integrated system for use by plant and
design engineers. They can convert their company’s goals and capital into viable
projects that meet economic, environmental and sustainable requirements on the base

of meeting the triple bottom line for business.
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CHPATERIII METHODOLOGY OF CHEMICAL PRODUCTION
COMPLEX OPTIMIZATION

A. Introduction

The business focus of chemical companies has moved from a regional to a
global basis and this has redefined how these companies organize and view their
activities. As described by H. J. Kohlbrand of Dow Chemical Company (Kohlbrand,
1998), the chemical industry has gone from end-of-pipe treatment to source reduction,
recycling and reuse. There are great opportunities to reduce or eliminate waste, reduce
environmental impacts of products and processes and create a sustainable future.
Proper identification of real, long-term costs will result in the best list of prospects to
compete for capital investment. This will require creative use of optimization
technology using multiple objective functions for process synthesis. Process
economics and environmental models are needed to define the optimum space for
products and processes.

The domestic chemical industry is an integral part of the nations economy and
consistently contributes a positive balance of trade. The industry consumes about 6.3
quads in energy feedstocks and energy from natural gas and petroleum to produce
more than 70,000 diverse products (Pellegrino, 2000). Growth and productivity are
coming under increased pressure due to inefficient power generation and greenhouse
gas emission constraints.

A Chemical Complex Analysis System is being developed to assist in
overcoming these limitations by developing and applying a regional methodology for

conversion of greenhouse gases to saleable products. A prototype of the System has
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been completed, and it has been applied to a chemical production complex in the
lower Mississippi River corridor. The Chemical Complex Analysis System will be
used by corporate engineering groups for regional energy, economic, environmental
and sustainable development. It will be applied to multi-plant chemical complexes to
move to energy efficient and environmentally acceptable plants and to have new
products from greenhouse gases. Using this integrated methodology, engineers will
have a new capability to consider projects in depths significantly beyond current
capabilities. They will be able to convert the company’s goals and capital into viable
projects that are profitable and meet economic, environmental and sustainable
requirements. In addition, they have to perform evaluations for impacts associated
with greenhouse gases and finite resources. This program is used with these projects,
and these evaluations also demonstrate that plants are delivering energy efficient,
societal and business benefits that will help ameliorate command and control
regulations.

Each optimization problem in chemical production complex optimization has a
similar mathematical statement as following:

Optimize: Objective function
Subject to: Constraints from plants model

where the objective function is a profit function (economic model) for complex
economic optimization. The constraint equations describe the relationship among
variables and parameters in the processes, and they are material and energy balances,

chemical reaction rates, thermodynamic equilibrium relations, and others.
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B. Methodology of Chemical Complex Analysis System

New methodology has been developed that determines the best configuration
of plants in a chemical complex based on economic, energy, environmental and
sustainable costs. The system structure is shown in Figure 3.1.

The Chemical Complex Analysis System incorporates a flowsheeting
component as shown in Figure 3.1 where simulations of the plants in the complex are
entered. Each simulation includes the process or block flow diagram with material and
energy balances, rate equations, equilibrium relations and thermodynamic and
transport properties for the process units and heat exchanger networks. These
equations are entered through windows and stored in the database to be shared with
the other components of the system.

The objective function is entered as an equation associated with each process
with related information for prices and economic, energy, environmental and
sustainable costs that are used in the evaluation of the Total Cost Assessment (TCA)
for the complex. The TCA includes the total profit for the complex that is a function of
the economic, energy, environmental and sustainable costs and income from sales of
products. Then the information is provided to the mixed integer nonlinear
programming solver to determine the optimum configuration of plants in the complex.
Also, sources of pollutant generation are located by the Pollution Index component of

the system using the EPA Pollution Index methodology (Cabezas, et al., 1997).
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Figure 3.1 Program Structure for the Chemical Complex Analysis System

All interactions with the system are through a graphical user interface that is

designed and implemented in Visual Basic. As shown in the diagram (Figure 3.1), the

process flow diagram for the complex is constructed, and equations for the process

units and variables for the streams connecting the process units are entered and stored

in an Access database using interactive data forms as shown on the left side in Figure

3.1. Material and energy balances, rate equations and equilibrium relations for the

plants are entered as equality constraints using the format of the GAMS programming

language that is similar to Fortran and stored in the database. Process unit capacities,

availability of raw materials and demand for product are entered as inequality
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constraints and stored in the database. The System takes the equations in the database
and writes and runs a GAMS program to solve the mixed integer nonlinear
programming problem for the optimum configuration of the complex. Then the
important information from the GAMS solution is presented to the user in a
convenient format, and the results can be exported to Excel, if desired. Features for
developing flowsheets include adding, changing and deleting the equations that
describe units and streams and their properties. Usual Windows features include cut,
copy, paste, delete, print, zoom, reload, update and grid, among others. A typical
window for entering process information is shown in Figure 3.2, and in this figure a
material balance equation for the acetic acid process, ACETIC ACID, has been
entered as an equality constraint. A detailed description of these operations will be
provided in an interactive user’s manual with help files and a tutorial.

The system has the TCA component prepare the assessment model for use with
determination of the optimum complex configuration. Economic costs are estimated
by standard methods (Garrett, 1989). Environmental costs are estimated from the data
provided by Amoco, DuPont and Novartis in the AIChE/CWRT TCA report.
Sustainable costs are estimated from the air pollution data in the AIChE/CWRT TCA
report. Improving the estimates is an on-going effort.

In summary, the Chemical Complex Analysis System incorporates economic,
energy, environmental and sustainable costs which provides the criteria for the best

economic-environmental design; solves for the optimum configuration of plants;
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incorporates EPA Pollution Index methodology; applied successfully to a chemical

production complex; and developed by university-industry team.
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Figure 3.2 Illustration of Input to the System for Unit Data
C. Application to Plants in the Lower Mississippi River Corridor
A chemical production complex based on the plants in the lower Mississippi
river corridor was developed with information provided by the cooperating companies
and other published sources, as shown in Figure 3.3. This complex is representative of
the current operations and practices in the chemical industry, and is called the base

case of the existing plants. This base case complex was used as the starting point to
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Figure 3.3 Chemical Production Complex in the Lower Mississippi River Corridor, Base Case, Flow Rates Million Metric Tons
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develop a superstructure (Table 3-1) by adding plants, as shown in Figure 3.4. These

additional plants gave alternate ways to produce intermediates, consume wastes and

greenhouse gases and conserve energy. These additional plants could provide

combinations leading to a complex with less environmental impacts and improved

sustainability. Then this superstructure was evaluated to determine the optimum

configuration using the economic, environmental and sustainable criteria in the

System.

Table 3-1 Processes in Chemical Production Complex Base Case and Superstructure

Plants in the Base Case

Plants Added to Form the Superstructure

Ammonia

Nitric acid

Ammonium nitrate

Urea

UAN

Methanol

Granular triple super phosphate (GTSP)
MAP and DAP

Contact process for sulfuric acid
Wet process for phosphoric acid
Acetic acid — conventional method
Ethyl benzene

Styrene

Power generation

Methanol - Bonivardi, et al., 1998
Methanol — Jun, et al., 1998

Methanol — Ushikoshi, et al., 1998
Methanol — Nerlov and Chorkendorft, 1999
Ethanol

Dimethyl ether

Formic acid

Acetic acid - new method

Styrene - new method

Methylamines

Graphite

Hydrogen/Synthesis gas

Propylene from CO,

Propylene from propane dehydrogenation
Electric furnace process for phosphoric acid
Haifa process for phosphoric acid

SO, recovery from gypsum waste

S and SO; recovery from gypsum waste

As shown in Figure 3.3 for base case there are thirteen production units plus

associated utilities for power, steam and cooling water and facilities for waste

treatment. The process selection was based on the availability and capacity of the

plants in the lower Mississippi River corridor. A production unit contains more than
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Figure 3.4 Chemical Production Complex in the Lower Mississippi River Corridor,
Superstructure
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one plant; and, for example, the phosphoric acid production unit contains four plants
owned by three companies.

The raw materials used in the base case of the chemical production complex
include air, water, natural gas, sulfur, phosphate rock, ethylene and benzene as shown
on Figure 3.3. The products are mono- and di-ammonium phosphate (MAP and DAP),
granular triple super phosphate (GTSP), urea, ammonium nitrate, and urea ammonium
nitrate solution (UAN), phosphoric acid, ammonia, methanol, acetic acid,
ethylbenzene and styrene. The flow rates shown on the diagram are in million metric
tons per year. Intermediates are sulfuric acid, phosphoric acid, ammonia, nitric acid,
urea, carbon dioxide and ethylbenzene. The intermediates are used to produce MAP
and DAP, GTSP, urea, ammonium nitrate, acetic acid, UAN, and styrene. Ammonia is
used in direct application to crops and other uses. MAP, DAP, UAN and GTSP are
used in direct application to crops. Phosphoric acid can be used in other industrial
applications. Methanol is used to produce formaldehyde, methyl esters, amines and
solvents, among others, and is included for its use of ammonia plant byproduct -
carbon dioxide. Acetic acid, ethylbenzene and styrene are used as feedstock in other
chemical processes. Emissions from the chemical production complex include sulfur
dioxide, nitrogen oxides, ammonia, methanol, silicon tetrafluoride, hydrogen fluoride
and gypsum.

There were eighteen processes incorporated into the superstructure, among
which fourteen processes were simulated with HYSYS for the new CO, consuming

processes. These additional plants gave alternate ways to produce intermediates,
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consume wastes and greenhouse gases and conserve energy. More alternative and CO,
used as feedstock processes were evaluated. The detailed information about the base
case and superstructure will be discussed in the next chapter.

The System was used to obtain the optimum configuration of plants from the
superstructure. The complete solution and a comparison of the base case and the
optimal solution from the superstructure is given in Chapter V. These results
illustrated the capability of the system to select an optimum configuration of plants in
a chemical production complex and incorporate economic, environmental and
sustainable costs.

D. Multiobjective Optimization

Multiobjective optimization, also called multicriteria optimization, is the

simultaneous optimization of more than one objective function. The general

Multiobjective Optimization Problem (MOP) can be formally defined as (Equation 3-

1):
Minimize: F(x) = [fi(x), f2(X), ..., fi(x)]"
Subject to: gi(x)>0 i=1,2,...,m (3-1)
hix)=0j=1,2,....p
a<x<b

Multicriteria optimization will be used to determine the optimal configuration
of plants based on objective functions for economic, environmental and sustainable
costs.

The feasible set is constrained by inequality and equality constraints and
explicit variable boundaries, denoted as C. The definition of Pareto optimality is as

followed (Coello, 2002). A point (a vector of decision variables) x* e C is said to be
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(globally) Pareto optimal for MOP (Equation 3-1) if and only if there is no x € C such
that Fi(x) < Fy(x") for all i =1,...,k with at least one strict inequality. Pareto optimal

points are also known as efficient, non-inferior, or non-dominated points. A set of
Pareto optimal points is called a Pareto optimal set. Pareto front is the plot of the
objective functions whose non-dominated points are in the Pareto optimal set (Coello,
2002).

According to the influence of the decision maker (DM) in the optimization
process, multiobjective optimization problem can be classified as no-preference, a
priori, a posteriori and interactive methods (Table 3-2). In no-preference methods the
multiobjective optimization problems are solved without the opinions of the DM. A
priori methods are the methods where the DM must specify his preference before the
solution process. A posteriori methods are the methods where the DM gives his
preference after the solution process. In interactive methods the DM provides his
opinions during the solution process. The more thorough discussion about some
methods is as followed.

Both single and multiobjective optimization problems should be solved to get
the global optimal solution. There are many approaches to carry the global
optimization (Figure 3.5). These approaches were described in Coello (2002).

D-1. No-Preference Methods

In the non-preference methods, the opinions of the DM are not taken into

consideration. These methods are suitable for situations where the DM does not have

any special expectations of the solution and he is satisfied simply with some optimal
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solution (Miettinen, 1999). The two example no-preference methods are compromise
programming and min-max formulation. These methods are described briefly below.

Table 3-2 A Classification of Multiobjective Optimization Methods, from Hwang, et
al. (1980) and Mietten (1999)

Methods Definition Examples
No-preference | No articulation | e Compromising programming
methods of preference e Min-Max formulation
information
(Never)
A priori Priori e Utility functions
methods aggregation of | e Lexicographic ordering
preference e Goal programming
information e Parametric approach
(Before) e Non-linear combination
e Fuzzy logic
e Acceptability functions
Interactive Progressive e STEM method
methods articulation of | ¢  Steuer method
preferenge e Multiobjective Complex
1nf0rmat10n e Interactive surrogate worth trade-off method
(During) e Sequential proxy optimization technique
e Reference point method
A posteriori Posteriori e ¢-Constraint Method
methods articulation of | ¢ Benson’s method
PTCfCTGHQG e Genetic Algorithms
information e Evolutionary Algorithms
(After) e Simulated Annealing
e Normal boundary interaction
e Weighted sum

D-1-1. Compromise programming
Compromise programming is also called the method of global criterion.
Compromise solutions are the approximation of the ideal point (Equation 3-2). Ideal

point can serve as a reference point, with the goal being seek for solutions as close as

possible to the ideal point y°. The following two mathematical expressions are
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equivalent. For the right one the L, -metrics are used for measuring. There is only one

solution for each choice of a norm, which is Pareto optimal (Ehrgott, 2000).

k
min d(f(x)= ") min (3| fio =¥ 1"
i=l1
X -
re subjecttox € X (3-2)
d(a,b)=lla=b||
I<p<oo

d(a,b)=0iffa=b

Global Search & Optimization

Enumerative Deterministic Stochastic
— Greedy —  Random Search/Walk
—  Hill-Climbing — Simulated Annealing
— Branch & Bound — Monte Carlo
— Depth-First — Tabu Search
—  Breadth-First — Evolutionary Computation
Best-First ) .
— (A" Z...) Mathematical Programming
— Calculus-Based

Figure 3.5 Global Optimization Approaches, from Coello (2002)
D-1-2. Min-Max Formulation
The objective is to minimize the relative deviations from the individual

optimum of the single objective functions. It tries to minimize the objective conflicts
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(Bhaskar, et al., 2000). Additional definitions are given by Bhaskar, et al. (2000) and
Deb (2001).
D-2. A Priori Methods

In a priori methods, the DM must specify his preference and opinions before
the solution process. These methods include utility functions, lexicographic ordering,
goal programming, and parametric approach. These methods are described below, and
all are used when the information about the preference of objectives is available.
D-2-1. Utility Functions

Utility functions are also called value function methods. The different

objective functions f,(x), f,(x),..., f, (x) can be expressed as a scalar utility function
U(f,(x), f,(x),..., f,(x)). The utility is a way to describe the goals of the DM in an

abstract way. The utility function can be solved by some method for single objective
optimization. The drawback is that it is very difficult to determine the utility function
(Bhaskar, et al., 2000).
D-2-2. Lexicographic Ordering

The DM is asked to rank the objectives in order of importance. The optimum
solution is then obtained by minimizing the objective functions, starting with the most
important one and proceeding according to the assigned order of importance of the
objectives. If the problem has a unique solution after the most important objective
function is solved, it is the solution of the whole multiobjective optimization problem.
Otherwise, the second most important objective function is minimized with the

addition of the new constraints from the most important objective to preserve its
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optimal value. It requires a pre-defined ordering of objectives and is inappropriate
when there is a large number of objectives. The drawback is that the solution is very
sensitive to the ranking of the objectives (Bhaskar, et al., 2000) and if the most
important objective has the unique solution the other objectives do not have any
influence on the solution (Miettinen, 1999).
D-2-3. Goal Programming

An objective fi(x) is reformulated into a goal by considering an aspiration level

bi. With the addition of slacks or deviations s; >0and s, >0, the goals can be

achieved by minimize appropriate slacks (Table 3-3) (Ballestero and Romero, 1998).

Table 3-3 Goal Programming Formulation

Goal type Goal programming form Slacks to be minimized
fOh | A -s)=b | s

Li®zb ) [ (0= s/ =s7) =0, Si

J=h fi(x)—=(s —s;)=b, s, +s,

Non-preemptive goal programming is defined when the problem is modeled by
using weights on the deviations to construct a single objective. Preemptive goal
programming assumes a strict dominance order of the goals, which can be solved
using a sequence of linear programming problems (sequential linear goal
programming).

Coello (2002) classified goal programming as one of the target-vector
approaches including goal programming, goal attainment and mix-max method, which

defines a set of goals (or targets) that need to be achieved for each objective function
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and then minimize differences between the current solution and these goals. The
disadvantage of the target-vector approach is difficult definition of goals.
D-2-4. Parametric Approach

Parametric approach is also called aggregating approach or weighted sum
(Bhaskar, et al., 2000). It combines all the objectives into a single one using addition,

multiplication or any other combination of arithmetical operations. Most important is

k k
weighted sum scalarization, min ZWI. f:(x), where ZWi =1, w, 20, are the
i=1 i=1

weighting coefficients representing the relative importance of the k objective functions
of the problem. In other words, the DM has to assign the relative weights to each of
the objective functions according to their relative importance. In order to produce
desirable solutions in proportion to the ranges of the objective functions, the objective
functions should be normalized or scaled to get approximately same magnitude of
their objective values.

The parametric approach can be used without the weighting coefficient
information from the DM. In this case, it is a posteriori methods. When the problem is
not convex or with duality-gaps, it can not generate the entire Pareto optimal set
(Pareto front) (Bhaskar, et al., 2000).

D-3. A Posteriori Methods

A posteriori methods could also be called methods for generating Pareto

optimal solutions (Miettinen, 1999). These methods include e-constraint method,

Benson’s method, genetic algorithms and evolutionary algorithms, and simulated
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annealing. These methods are described below, and all are used when there are no
preferences of the objectives from the DM and a Pareto optimal set is required.

D-3-1. e-Constraint Method

min f,(x)
subjectto /' (x) <¢ forall j=1,....,k, j # 1l e {l,....k}

(3-3)
This method minimizes the most preferred or primary objective function, and
considers the other objectives as constraints bound by some allowable levels ¢
(Equation 3-3) (Miettinen, 1999). The levels ¢; are altered to generate the entire Pareto
optimal set. It is easy to implement but with potentially high computational cost. Three
different adaptations are available: the equality constraint approach, the inequality
constraint approach and the hybrid (weighting-constraint) approach. The third type
combines the principles of the aggregating approach with the e-constraint technique.
Although this technique can be used to solve non-convex problems, the difficulty is
that an “a-priori” knowledge of the appropriate range of values of g is required
(Bhaskar, et al., 2000).

D-3-2. Benson’s method

For min(f,(x),..., f,(x)), define &= £:(x")= f,(x), where x° is the initial
feasible solution and ¢; are nonnegative deviation variables, then the new optimization
problem is generated as Equation 3-4 (Ehrgott, 2000). To obtain different Pareto

optimal solutions, the differences &; can be weighted before summation. Hence, by

changing the weight factor, different Pareto points can be obtained (Deb, 2001).
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Y
max z g,
i=1

fi(x") =g, = f,(x)=0 (3-4)

g, 20,xeX

Note that all of above methods for multiobjective optimization problems
replace a multiobjective problem by a single objective problem. However, the
following approaches do not.
D-3-3. Genetic Algorithms and Evolutionary Algorithms

Genetic algorithms and the closely related evolutionary algorithms (also called
advanced form of genetic algorithms) are a class of nongradient methods which has
grown in popularity ever since Rechenberg (1973) and Holland (1975) first published
their work. Both genetic and evolutionary algorithms simulate natural genetic
processes of living organisms, and they can often outperform conventional
optimization methods when applied to difficult design optimization problems. Since it
is difficult to draw a line between a genetic algorithm and an evolutionary algorithm,
these terms have been used interchangeably.

Genetic algorithms mimic the process of natural selection and natural genetics.
Each optimization variable is encoded by a gene with an appropriate representation,
such as a real number or a string of bits. The corresponding genes for all variables
comprise a chromosome with its fitness value assigned by the model, which can
describe an individual design solution. A set of chromosomes forms a population or
pool, where Darwinian principle of “survival of the fittest” is used to generate a new

and improved population. This can be done by mating performed using crossover to
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combine genes from different parents to produce children, which is similar to those in
genetic reproduction. The children are inserted to the pool and the gene pool evolves
with the fitness improving over the generation.

Coello (2002) classified the genetic and evolutionary algorithms with the
comparison in Table 3-4. Bhaskar, et al. (2000) predicted that in the future
evolutionary algorithms become more popular because they are quite robust for
generating non-inferior solutions for large-scale complex problems. For more complex
problems where the constraints are not known in a very precise manner, two Pareto
sets are needed to decide the preferred solutions. One is between the objective
functions, and the other is between the extents of constraints-violation.

D-3-4. Simulated Annealing

Meanwhile, another non-traditional algorithm is simulated annealing (SA)
(Kirpatric, et al., 1983; Aarts and Korst, 1989). It mimics the cooling of molten
metals. Working with a single point each time, the new point is created at each
iteration according to the Boltzmann probability distribution. Deb (1995) reported that
it was effective in finding global optimum solutions when a slow cooling procedure is
used.

D-4. Interactive Methods

This class of interactive methods is the most advanced of the four classes of
the methods for the multiobjective optimization (Miettinen, 1999). The assumption for
this class is the full cooperation of the DM to get the most satisfactory results. The

advantages of these methods are: only part of the Pareto optimal points have to be
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generated and evaluated; the DM can specify and update his preference during the

solution process as he gets to the problem and its potentialities; and the DM can have

more confidence in the final solution because he is involved throughout the solution

process. More information can be obtained from Miettinen (1999).

Table 3-4 Classification of Genetic and Evolutionary Algorithms, from Coello (2002)

Name

Comments

First
techniques

generation

Non-Pareto approaches:

No incorporation of Pareto optimum concept.

e Vector evaluated | ¢ Use subpopulations to optimize each objective
genetic algorithm separately. Not necessarily produce nondominated
(VEGA) vectors.

Pareto approaches:

e Multi-objective
genetic algorithm
(MOGA)

¢ Nondominated
sorting genetic
algorithm (NSGA)

e Niched-Pareto

Use of nondominated ranking and selection to move the

population towards the Pareto front. Require a ranking

procedure and a technique to maintain diversity in the
population.

e The rank of a certain individual corresponds to the
number of individuals in the current population by
which it is dominated. Use fitness sharing and mating
restrictions. Its performance depends on the
appropriate selection of the sharing factor.

e Nondominated individuals get a certain dummy
fitness value and then are removed from the
population. Defect is very sensitive to the value of
the sharing factor.

e Use a tournament selection scheme based on Pareto

Genetic ~ Algorithm dominance without Pareto ranking. Requiring a
(NPGA) sharing factor, also another factor-tournament size.
e NPGA2 e Uses Pareto ranking but keeps tournament selection.
Second generation | Nondominated and uniformly distributed solutions
techniques
e The Pareto archived | ¢ (1+1) evolution strategy with adaptive grid
evolution  strategies
(PAES)
e The Pareto envelop- | ¢ Small internal and large external population, hyper-
based selection grid
algorithm (PESA)
e PESA-II e Region-based selection is adopted based on PESA
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Table 3-4 Continued

Second generation | Nondominated and uniformly distributed solutions
techniques (Continued) (Continued)

e The strength Pareto | ¢ Strength value, a clustering technique-average

evolutionary linkage method
algorithm (SPEA)
e SPEA2 e Based on SPEA, a fine-grained fitness assignment

strategy, a nearest neighbor density estimation
technique, and an enhanced archive truncation

method.

e NSGA-II e Uses elitism and a crowded comparison operator that
keeps diversity without specifying any additional
parameters.

e The multi-objective | @ Extension of messy GA, three phases: initialization
messy genetic phase, primordial phase and juxtapositional phase.
algorithm (MOMGA)

e MOMGA-II e Three phases: initialization phase, building block

filtering phase, juxtapositional phase.

e Micro genetic | ¢  Micro-GA cycle
algorithm (Micro-

GA)

D-5. Application of Multiobjective Optimization in the System

The above classifications for the multiobjective optimization are based on the
influence of the DM in the optimization process. Non-preference methods are suitable
for situations where the DM does not have any special expectations of the solution and
he is satisfied simply with some optimal solution (Miettinen, 1999). A priori methods
are suitable when the DM must specify his preference and opinions before the solution
process. A posteriori methods are used when there are no preferences of the objectives
from the DM and a Pareto optimal set is required. Interactive methods are the most
advanced of the four classes of the methods for the multiobjective optimization, which
need is the full cooperation of the DM to get the most satisfactory results (Miettinen,

1999).
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For the chemical production complex multiobjective optimization, no
preferences were provided and the ranges of the multiple objectives were unknown.
Also, GAMS was used for optimization in the Chemical Complex Analysis System,
and evolutionary algorithms and simulated annealing were not available as solvers.
Consequently, parametric approach method was used for the multiobjective
optimization. With this method, the relationships among the economic, environmental
and sustainable costs were evaluated using the triple bottom line for the chemical
production complex.

E. Monte Carlo Simulation

Monte Carlo methods, also known as Monte Carlo simulation or static
simulation, are statistical simulation methods using sequences of random numbers to
perform simulation. It is a general approach rather than a specific algorithm. The name
“Monte Carlo” was coined by Metropolis inspired by Ulam’s interest in poker during
the Manhattan Project of World War II for the similarity of statistical simulation to
games of chance, and also because the capital of Monaco was a center for gambling
and similar pursuits. Monte Carlo simulation will be used to determine the sensitivity
of the optimal configuration of plants to price and cost parameters used in the
optimization.

E-1. Introduction to Monte Carlo Simulation

The essential characteristic of Monte Carlo is the use of random sampling

techniques with other possible algebra manipulating the outcomes to arrive at a

solution of the physical problem. The major components of a Monte Carlo methods or

128



algorithm are described by Computational Science Education Project (1995a) (Table

3-5).

The sequence of random numbers generated by the random generator in a

Monte Carlo simulation should have the following four properties (Computational

Science Education Project, 1995b):

e Uncorrelated sequences: any subsequence of random numbers should not be

correlated with any other subsequence of random numbers. N-tuples of random

numbers should be independent of each other.

e Long period: the repetition should occur only after a very large set of random

numbers has been generated.

e Uniformity: the random number sequence should be unbiased and uniform, which

means equal fraction of random numbers should fall into equal “area” in space.

e Efficiency: the random number generator should be efficient.

Table 3-5 Major Components of a Monte Carlo Algorithm, from Computational
Science Education Project (1995a)

Component Name Description
Probability Distribution | To describe the physical or mathematical
Functions (PDF) system.

Random number generator

To generate random numbers uniformly
distributed on the unit interval.

Sampling rule

To formulate sampling from the specified PDF.

Scoring (Tallying)

To accumulate the outcomes into overall tallies
or scores for the quantities of interest.

Error estimation

To estimate the statistical error (variance) and
mean as a function of the number of samples.

Variance reduction techniques

To reduce the variance in the estimated solution
to reduce the computational time.

Parallelization and vectorization

To implement Monte Carlo methods on
advanced computer architectures.
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For the mode with n uncertain parameters, the uncertain input domain of
sampling points is the n-dimensional space. In crude Monte Carlo simulation, a value
is drawn at random from the specified distribution for each input parameter. A
scenario is defined as the set of the random values drawn for all of the n parameters,
which is used as input to generate the corresponding output value. The entire process
is repeated m times to produce m independent scenarios with the corresponding output
values. These m output values constitute a random sample from the probability
distribution over the output induced by the probability distribution over the inputs.
Hence, the precision of the output distribution can be estimated from this sample of
output values using standard statistical techniques. The effort to run the model for
each scenario is typically proportional to the number of uncertain inputs », which
means the computational complexity of Monte Carlo sampling is linear in n. The
number of runs, m, is determined only by the relative accuracy required for the output
distribution, not by the number of uncertain inputs », for a given degree of uncertainty.

Classical Monte Carlo simulation usually assumes a probability distribution a
priori. Lagoa and Barmish (2001) provided a new theory, distributionally robust
Monte Carlo simulation, which does not need the input of parameter probability
distributions. Instead of using some rather arbitrary probability distribution a priori,
they considered distributional robustness to find the appropriate distribution a
posterior to use. They typically started only with bounds on the uncertain parameters
without the probability distribution assumption. But their work was only for the

parameters, and the incorporation of design variables was their future work.
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E-2. General Applications of Monte Carlo Simulation

Monte Carlo methods can be applied in many fields, such as stellar evolution,
nuclear reactor design, radiation cancer therapy, quantum chromodynamics, oil well
exploration, Dow-Jones forecasting, econometrics, and traffic flow. Generally, two
standard applications are integration and optimization, which will be discussed below
in detail.

Monte Carlo simulation can be used to evaluate an integral (Ecker and
Kupferschmid, 1988). For example, /(a,b) =J-b f(x)dx. A graph of the integrand

function f(x) with the area corresponding /(a,b) shaded is provided. A rectangular

box containing the entire area corresponding to the value of the integral can be
selected, with the interval on the x-axis between the lower and upper limits of

integration as its base. Using Monte Carlo simulation to generate points (x,y)

randomly located within the box, check each point to see if it is above or below the
graph of the integrand function and estimate the shaded area fraction from Equation 3-
5. Then the integral value is total box area multiplied by the area fraction. The above
is only a simple example for illustration. Usually, Monte Carlo simulation is used to
evaluate the definite integration over several dimensions, such as nuclear physics.

area fraction ~ number of random points (x,y) having y < f(x)

3-5
total number of random points tried (3-3)

Based on the Metropolis algorithm in 1953 for simulating a collection of atoms
in thermal equilibrium at a given temperature, S. Kirkpatrick provided the process

called optimization by simulated annealing for the travelling salesman problem, which
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is a specific example for the Monte Carlo simulation use in the optimization. In
addition, Monte Carlo methods can be used in integer programs and evaluation of the
mathematical programming algorithms and other numerical methods (Ecker and
Kupferschmid, 1988).
E-3. Methods for Selection of Sample Size (Number of Monte Carlo Runs)
Basically, there are two methods to determine the sample size or runs of Monte
Carlo simulation. One is selection of the sample size according to the uncertainty
about the mean; the other is selection of sample size from estimating confidence
intervals for fractiles.
E-3-1. Selection of the Sample Size According to the Uncertainty about the Mean
Assume a random sample of m output values generated by Monte Carlo

simulation (y,,y,,"-,»,,) (Equation 3-6 and 3-7).

1 m
Mean: y = —Zyi (3-6)
m i,

Variance: s> = ﬁZ(J’i =) (3-7)
— 1

. : : _ s _
Given that confidence interval with confidence a, (y—c—,y+c

=)
m ™ m”
where ¢ is the deviation for the unit normal enclosing probability o. Since the two
quantities enclosing the interval are random variables, i.e. the functions of the fixed

but unknown mean and variance, the interpretation of the interval is that they have an

o probability of enclosing the mean.
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To get an estimate of the mean of y with a a confidence interval smaller than w

S

In

units wide, the width of the interval must be less than w, i.e., 2¢

(chjz
m> — .
w

The procedure of this method is: first make small Monte Carlo run with to get

<w; then get

o ) 2cs .
an initial estimate s>, 20 output values, for example; then, use m > (—j to estimate
w

the number of samples needed in total to reduce the confidence interval to the

presumed width w (Morgan and Henrion, 1990).

E-3-2. Selection of Sample Size from Estimating Confidence Intervals for Fractiles
The p fractile, Xp, of a distribution is a value such that there is a probability p

that the actual value of the random variable will be less than that wvalue,

P[X <X ,]= p. If the probability is expressed in percent, the fractile value is referred

to as a percentile. The pth percentile is defined to be that value of a variable for which
p percent of the values of the distribution are smaller.

The following is the procedure for the sample size determination from
estimating the confidence interval for fractiles (Morgan and Henrion, 1990).

Assume the values of y with sample size m. Relabel the values of y to be in

increasing order, y, <y, <---<y . Sample y; is an estimate of fractile ¥,, where

p=i/m. The probability that exactly j of m values of y are not larger than fractile Y, is

: . !
(n?jpj (1-p)"~’, where (m]:L Generally speaking, the number j, of
J 7)) Jtm =)
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sample values less than X, has a binomial distribution with parameter p and m. The

probability for two order statistics y;, yx, where y;<yi, to enclose fractile X, is

k(m) . .
Plx, <X, <x,]= Z( ] p’ (1= p)™ . This can be evaluated with standard binomial

j=l
distribution tables to obtain confidence interval for X,
If the number, j,, of sample values not larger than Xp is reasonably large, the

above binomial distribution can be approximated with a normal distribution with mean
mp and variance 6> = mp(1 — p). Assume c is the deviation of the confidence interval
for confidence o with unit normal distribution of random variable x,
P[—c<x<c]=a. The interval with confidence of a containing j, is approximately
(mp —co,mp +cc ). Then, the number of ordered sample values in this interval is

2co =2c\/mp(1—p).

The uncertainty in the value of the fractile is determined by the particular
values of the sample over the interval (7,k) defined as followed.

i:me—c,/mp(l—p)J
k :’_mp+c,/mp(1—p)-‘

The notation \_ J and !— —‘ are for rounding down and up respectively to the nearest

(3-8)

integer. Hence, the approximate confidence interval with confidence a for fractile Y,

i (i)
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For more precision, a confidence of ¥, should be between the sample values
used as estimates of the p-Apth and p+Apth fractiles. The sample size should be

obtained through the following procedure.

i=m(p—Ap), k=m(p+Ap) (3-9)
k—i=2mAp (3-10)
Ignoring the rounding from Equation 3-8, k —i = 2¢\/mp(1— p) (3-11)

So, 2mAp =2c\/mp(1— p) (3-12)
The sample size is m = p(1 - p)(Ai)z. (3-13)
P

E-4. Application of Monte Carlo Simulation in the System

Monte Carlo simulation is used in the Chemical Complex Analysis System for
sensitivity analysis. First, distribution selection and evaluation, and correlation
assumptions are described. Then, the sample size or runs of Monte Carlo simulation
will be determined by the uncertainty about the mean and estimating confidence
intervals for fractiles, respectively. According to the input parameter distributions to
the model, the sensitivity analysis for economic, environmental and sustainable costs
will be provided with distributions evaluated. Meanwhile, the selection of different
processes in the chemical complex will also be discussed in the sensitivity analysis in
the following chapters.
F. Pollution Index Program

The pollution assessment program measures the pollution impacts of chemical

processes on the environment. The potential environmental impacts are calculated
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from stream mass flow rates, stream composition, and a relative potential
environmental impact score for each chemical present. The Pollution Index program is
used to identify streams and parts of chemical processes to be modified. Also, it
allows comparison of pollution production of different chemical processes.

The pollution assessment module of Chemical Complex Analysis System is
called Pollution Index program which determines the emissions from the process and
the location where these pollutants are generated within the process. It is based on the
WAste Reduction (WAR) algorithm and the Environmental Impact Theory as
described by Telang (1998). It defines a group of quantities called as the Pollution
Indices to provide a basis for measuring the pollution generated by the process.

First, in the Pollution Index program, this selection of input-output streams is
automatically done based on the plant information entered in Flowsheet Simulation.
Since environmental impact of a chemical process is caused by the streams that the
process takes from and emits to the environment, only these input and output streams
are considered in performing Pollution Index analysis. Other streams, which are
completely internal to the process, are excluded.

The second step in the Pollution Index program is the classification of output
streams into product and non-product streams. All streams either sold as product or
used up in a subsequent process in the production facility are considered as product
streams. All other output streams, which are released into the environment, are
considered as nonproduct streams. All nonproduct streams are considered as pollutant

streams whereas all product streams are considered to have no environmental impact.
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In the third step, since Pollution Index of a stream is a function of its
composition, the composition data for the stream is retrieved from the results of
Complex Optimization performed earlier. This can be either in terms of mass flow
rates or fractions. Also the specific environmental impact potential values of
individual chemical species present in a stream are needed, which can be found in
Heijungs, et al. (1992). Meanwhile, the relative weighting factors for the process plant
are required for the nine category environmental impacts. The relative weighting
factors allow the customization of the analysis to specific or local conditions. Their
values depend on the location of the plant and its surrounding conditions. For
example, the weighting factor for photochemical oxidation is larger than those of other
impact in the area which suffers from smog.

In the final step the Pollution Index program is called to perform the analysis.
Mass balance constraints are solved for the process streams involved, and equations of
the Environmental Impact Theory are used to calculate the Pollution Index values. Six
types of pollution indices are reported for the process. Three of these are based on
internal environmental efficiency whereas the other three are based on external
environmental efficiency. On the other hand, Pollution Indices for each of the
individual process stream are calculated. These values help in identifying the streams
which contribute more to the overall pollution impact of the process, so that suitable
process modifications can then be done to reduce the pollutant content of these

streams.
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Every run of chemical complex optimization can be followed by Pollution
Index calculations. The new Pollution Index values are compared with the older
values. The comparison shows how the changes in process conditions affect the
environmental impact. Thus, the Pollution Index program can be used in the
continuous monitoring of the complex.
G. Summary

In summary, the Chemical Complex Analysis System (the System) can be
applied to the chemical complexes in the world for the total cost assessment.
Multiobjective optimization is used to analyze the relationships among the economic,
environmental and sustainable costs in a chemical complex, especially for the impacts
of sustainable costs. Monte Carlo simulation is employed for the sensitivity analysis of
the chemical complex. Finally, the Pollution Index program is called for the pollution
analysis to measure the environmental impact of the processes and to direct changes
for waste reduction.

This chapter included the methodology of the Chemical Complex Analysis
System. The subsequent chapters show the results of the System application. A base
case of existing plants in the lower Mississippi River corridor is used to demenstrate

the capabilities of the System.
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CHAPTERIV PLANT MODEL FORMULATION

The methodology and procedure to use the Chemical Complex Analysis
System has been outlined in previous chapter. This chapter deals with the development
of process simulation and optimization model for the chemical production complex in
the lower Mississippi River corridor. This complex is ideally suited for demonstration
of the system performance. A detailed description of the complex is given below.

A. Chemical Production Complex
A-1. Introduction to the Chemical Production Complex

As the world economy develops, it is good for chemical industry to incorporate
all possible production units to make the maximum profit. A chemical production
complex was assembled with production units in the lower Mississippi River corridor
(Figure 4.1) as shown in Figure 3.3. This was done with information provided by the
cooperating companies and other published sources. This complex is representative of
the current operations and practices in the chemical industry and was used as the base
case and starting point to develop a superstructure (Figure 3.4) by adding plants. These
additional plants gave alternate ways to produce intermediates that reduce and
consume wastes and greenhouse gases and conserved energy. These additional plants
could provide combinations leading to a complex with lower environmental impacts
and greater sustainability. This superstructure was evaluated using the economic,
environmental and sustainable criteria in the Chemical Complex Analysis System to

obtain the optimum configuration.
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Figure 4.1 Chemical Plants along the Lower Mississippi River Corridor, from
Peterson (2000)

The process simulation of each unit in the chemical production complex is
given in the following section, along with how these plants are connected. First the
process models for the plants in the base case will be given. The base case of existing
plants was developed under the direction of the industrial advisory group. Then the
process models for the additional plants added to form the superstructure will be

given.
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A-2. Process Models in the Chemical Production Complex

The model (simulation) of a process includes material and energy balances,
rate equations and equilibrium relations. The material balance and energy balance
equations for a process are given in a table. For each process this includes the overall
mass balance and the component or species mass balances. The mass balance for each
component is established based on the conservation law. The steady state mass

balance for a component is written as:

L S . (4-1)
where 1 represents the name of component. F stands for the mass flow rate in the
metric tons per year. The overall mass balance is the summation of all components
mass balances.

The steady state overall energy balance is established based on the first law of
thermodynamics. Neglecting changes in kinetic and potential energy, this equation is
(Felder and Rousseau, 1986):

AH=Q-W (4-2)
where Q is the net heat added to the system; W is the work done by the system on the

surroundings; and AH is the change in enthalpy between input and output streams, i.e.,

AH= ¥ n"HY - ¥ n"HY (4-3)

output input

The reference condition for enthalpy is the elements that constitute the
reactants and products at 25°C and the nonreactive molecular species at any
convenient temperature. H” for a reactant or product is the sum of the heat of

formation of the species at 25 °C and any sensible and latent heats required to bring
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the species from 25 °C to its inlet or outlet state. The reaction term is not required if
elements are chosen as references, since this term is implicitly calculated when the
heats of formation of the reactants are subtracted from those of the products.

Q is the net heat transferred to the process. It includes heat input in the form of
steam in the heat exchanger and distillation column reboilers, and heat output which is
removed by cooling water in heat exchanger and distillation column condensers. The
heat output by cooling water can be estimated from HYSYS simulation and other
sources as Qou (energy per mass of reactant) times F, (mass flow rate of reactant).
Then the heat input by steam is Qi,, and the equation for Q can be written as Equation
4-4.

Q=Q;, - Q.. xF, (r is for reactant) (4-4)

where Qo 1s a positive number. The negative sign indicates heat is removed from the

process. The energy balance becomes Equation 4-5.

Y nPHY - 3 nOHO =Q, -Q,, xF, (4-5)

output input

This form of the energy balance is used in the process models. Qj, is calculated

from the solution obtained by the System, and it represents the heat required for
separations and steam required for chemical reaction for an endothermic reaction in
the chemical reactor. For an exothermic reaction, Qj, is the net of the heat released by
the reaction and steam required for separations. Steam and heat required for chemical
reactions are at a temperature level significantly above the temperature of heat

removed by cooling water (~ 40°C). Also, shaft work for electricity energy for pumps
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and compressors is typically small compared to the other energy flows and is not
included.
The expression for enthalpy is always expressed as a function of temperature

(Equation 4-6).
H, (T)—(ai+laiT+laiT2+laiT3+laiT4+b—i)RT J/mol (4-6)
k 1 2 2 3 3 4 4 5 5 T

where a;, ay, a3, a4 ,as, and b; are coefficients; R is gas constant; T is temperature; i
stands for species; and k stands for streams. The detailed enthalpy function for the
species in the chemical production complex are given in Appendix A.

The next section describes the existing plants in the chemical production
complex in the lower Mississippi River corridor as shown in Figure 3.3 called base
case. A list of all of the stream designation and definition is given in Table B-1 of
Appendix B, and stream splits and mixing parts are given in Table 4-46.

B. Processes in the Existing Chemical Production Complex - Base Case

The chemical companies with the existing chemical plants are given in Table
4-1. In this table, the capacities in the left column are given by the industrial advisors
(Hertwig, 2004), and these values were used in the simulation of the complex. The
capacities given in the right column in Table 4-1 were from Louisiana Chemical &
Petroleum Products List (1998) for the plants in the lower Mississippi River corridor.

B-1. Sulfuric Acid (Hertwig, 2004; Louisiana Chemical & Petroleum Products List,
1998)

In the chemical production complex, there is one option for sulfuric acid

production, which is the contact process for sulfuric acid. The contact process is

143



described below in detail. In the chemical production complex in the lower Mississippi

River corridor the sulfuric acid production plants are as follow (Louisiana Chemical &

Petroleum Products List, 1998).

IMC-Agrico, Uncle Sam (2.2 million metric tons per year)

IMC-Agrico, Faustina (1.1 million metric tons per year);

PCS Nitrogen Fertilizer LP, Geismar (454 thousand metric tons per year);
Dupont, Burnside (420 thousand metric tons per year);

Rhodia, Baton Rouge (725 thousand metric tons per year);

Cytec Industries, Westwego (572 thousand metric tons per year);

For the chemical production, the capacity of 10,932 tons per day was used in the base

case (Hertwig, 2004).

Table 4-1 Chemical Companies and Plant Capacities in the Chemical Production
Complex, from Hertwig (2004) and Louisiana Chemical & Petroleum Products List

(1998)

Processes and Companies and Plants (Louisiana Chemical & Petroleum Products
Capacities List, 1998)

(Hertwig, 2004)

Phosphoric acid | ¢ IMC-Agrico, Uncle Sam (805 thousand metric tons per year)
(3833 tons per e IMC-Agrico, Faustina (525 thousand metric tons per year)

day) e PCS Nitrogen Fertilizer LP, Geismar (200 thousand metric
tons per year)
e Rhodia, Geismar (90 thousand metric tons per year)
Sulfuric acid e IMC-Agrico, Uncle Sam (2.2 million metric tons per year)

(10,932 tons per | ¢ IMC-Agrico, Faustina (1.1 million metric tons per year)

day)

e PCS Nitrogen Fertilizer LP, Geismar (454 thousand metric
tons per year)

e Dupont, Burnside (420 thousand metric tons per year)

e Rhodia, Baton Rouge (725 thousand metric tons per year)

e Cytec Industries, Westwego (572 thousand metric tons per

year)
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Table 4-1 Continued

Processes and

Companies and Plants (Louisiana Chemical & Petroleum Products

Capacities List, 1998)
(Hertwig, 2004)
Ammonia e [MC-Agrico, Faustina Plant (480 thousand metric tons per

(1,986 tons per
day)

year)

CF Industries, Donaldsonville (1.84 million metric tons per
year)

Triad Nitrogen, Donaldsonville (1.02 million metric tons per
year)

BCP, Geismar (400 thousand metric tons per year)

PCS Nitrogen Fertilizer LP, Geismar (550 thousand metric
tons per year)

Monsanto, Luling (440 thousand metric tons per year)
Cytec, Westwego (385 thousand metric tons per year)

Air Product & Chemicals Inc., St. Gabriel (270 thousand
metric tons per year)

Nitric acid

CF industries, Donaldsonville (380 thousand tons per year)

(from NH3) e PCS Nitrogen Fertilizer LP, Geismar (923 thousand tons per
(539 tons per year)

day) e Rubicon, Geismar (120 thousand tons per year)

Ammonium e PCS Nitrogen, Geismar (485 thousand metric tons per year)
nitrate e CF Industries, Donaldsonville (340 thousand metric tons)
(684 tons per

day)

Urea IMC-Agrico, Faustina Plant (260 thousand tons per year)

(301 tons per
day)

CF Industries, Donaldsonville (1.6 million tons per year)
BCP, Geismar (220 thousand tons per year)

PCS Nitrogen Fertilizer LP, Geismar (412 thousand tons per
year)

Cytec Industries, Westwego (120 thousand tons per year)
Triad Nitrogen, Donaldsonville (420 thousand tons per year)

Urea ammonium
nitrate solutions
(183 tons per

CF Industries, Donaldsonville (770 thousand metric tons per

year)
PCS Nitrogen Fertilizer LP, Geismar (1.1 million metric tons

day) per year)

Methanol BCP, Geismar (330 million gallons per year)

(548 tons per Ashland, Plaquemine (160 million gallons per year)
day) Cytec, Westwego (Not available)

Georgia Gulf, Plaquemine (160 million gallons per year)
Praxair, Geisamr (10 million gallons per year)
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Table 4-1 Continued

Processes and Companies and Plants (Louisiana Chemical & Petroleum Products
Capacities List, 1998)

(Hertwig, 2004)

MAP e IMC-Agrico, Faustina (Not available)

(885 tons per

day)

DAP e IMC-Agrico, Taft (600 thousand tons per year for DAP)

(5,666 tons per e Avondale Ammonia, Westwego (125 thousand metric tons per
day) year for DAP)

GTSP e IMC-Agrico, Faustina (Not available)
(2,259 tons per

day)

B-1-1. Process Description of Contact Process for Sulfuric Acid
B-1-1-1. Sulfur Feedstock
There are two ways to obtain sulfur feedstock, Frasch and Claus processes.
Frasch process: In this process 160°C water is injected via double-pipe
annulus into a porous sulfur-bearing rock formation and melted sulfur returns (along
with some hot water) in the center pipe. Sulfur-melting water is heated in natural-gas-
fired package boilers. This water is fresh onshore and sea/salt offshore. This sulfur
well is typically called a “mine”. However, Frasch sulfur is no longer practiced with
excess Claus sulfur available. It is still in the model for the completeness.
Claus sulfur: There are two reactions in this process.
H,S (g) + 1.50, = SO, (g) + H,0 (g) (4-7)
SO; (g) + 2HaS (g) = 3S(1) + 2H,0 (g) (4-8)
H,S is recovered from sour natural gas and oil refining by absorbing it, then releasing

it in fairly pure form. Environmental permits require 98% conversion of H,S in 1984
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(99.5% in Alberta province). Also environmental permits presume the balance is SO,
air emissions.
B-1-1-2. Sulfur Storage

Trace hydrocarbon content in sulfur will react with S to produce H,S, which
must be air-stripped to prevent accumulation of lethal or explosive levels of H,S.
B-1-1-3. Sulfuric Acid Reaction Theory

The contact process is a three-step process that produces sulfuric acid and
steam from air, molten sulfur and water, i.e. the feed preparation, the reaction and the
absorption. The block diagram is shown in Figure 4.2 with the steam definitions in
Table 4-2.

The feed preparation equipment includes an air filter, air-drying tower, a main
compressor and a sulfur burner. Molten sulfur feed is combusted with dry air in the
sulfur burner which goes to completion. The reaction is:

S+0, =S0O, + Heat (4-9)
The burner-exit gas is composed of sulfur dioxide, nitrogen, carbon dioxide, Ar, and
unreacted oxygen at 1,800-2,100 °F. Much of the heat of reaction is recovered in a
waste heat boiler. The compressor is power by a steam-driven turbine that has an
efficiency of about 65% for the turbine itself.

For the reaction part there is a four (or five) - bed reactor packed with two
different types of vanadium pentoxide catalyst where the gas mixture from the feed
preparation section is further oxidized to produce sulfur trioxide according to the

reaction:

147



280, +0, =280, + Heat

(4-10)

This is where the “contact” comes from. The alternate process is “chamber” and that

has not been run for decades, and all further references to “contact” are dropped.

FRASCH S2 S14
MINES/ > " sis
WELLS S4 >
e > S16s
>
Eléég\s]ERY S3 ST) SULFURIC S17s
> s ACID >
T S67S
>
— > S77s
>
S803
>

Figure 4.2 Block Diagram of Contact Process to Produce Sulfuric Acid

Table 4-2 Description of Process Streams in Contact Sulfuric Acid Production

Name of
Streams

Description

Input Streams
S2

S3

S4

S7

S61g

S66

Output Streams
S14

S15

S16g

S17g

S67s

S77s

S803

S from Frasch mines/wells to sulfuric acid process (SAP)
S from Claus recovery to SAP

Total S to SAP

Dry air to SAP

Boiler feed water (BFW) to SAP

Process water to SAP

H,S0O4 solution produced from SAP

Vent gases exiting from SAP

Low pressure steam (LP) (40 psig) exiting from SAP

High pressure steam (HP) (600 psig) exiting from SAP
Boiler blowdown H,O from SAP

Intermediate pressure steam (IP) (150 psig) exiting from SAP
Impurity of sulfur from SAP
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Reaction 4-10 is exothermic, and the equilibrium conversion decreases with
the increase in reaction temperature. The process uses multiple packed beds with heat

exchangers between each bed to remove the liberated heat to reduce the temperature to

. . [ SO . .
allow further conversion. With the equilibrium constant K, = ——,—, conversion is

50,10,

raised by adding interstage SO; absorption. With interstage absorption, Pg , 18 lower
downstream and Pg , can be raised upstream by increasing burner-feed sulfur-to-air

ratio.

In the absorbers, intermediate and final, essentially all of the SO; present is
absorbed from the reaction gas mixture into 98.5wt% sulfuric acid to produce more
concentrated acid and heat of absorption according to the equation:

SO, +H,0=H,SO, + Heat (4-11)
The equipment in this part includes the final acid absorption tower, inter-pass
absorption tower, acid pump tank(s), dilution acid tank (optional) and heat exchangers
which are one acid cooler per tower, gas-to-gas heat exchanger(s), and/or economizers
or superheaters on gas streams to each absorber.
B-1-1-4. Air-Drying and SOs-Adsorption Towers

Commercial processes add SOs; to 98.5% H,SO4 and water to obtain 99%
H,S0O,4. SO5 absorption is maximized and essentially complete using 98.5% H,SO4.

Poorer-than-normal absorption can make the stack gas visible as a white
plume of H,SO4 mist. Stack gas opacity is a concern because there are limits in the

operating permit, and opacity may indicate a steam-system leak. High-performance
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demisters will capture some of the mist and hide the steam-system problems for a
while. Other potential causes for opacity include low absorber acid temperature and
high absorber gas-inlet temperature.

Product H,SO4 can be produced as dilute as 93% with little extra risk of
corrosion. Corrosion accelerates rapidly below 92%. Lower strengths (93% vs 98.5%)
are valuable only to reduce heat of dilution in subsequent use.

Air drying is needed to reduce risk of acid condensing in the gas-side of the
process. Air is dried with H,SO4. To improve drying, cooler acid is much better and
98.5% 1is slightly better than 93%. Dew point is typically about -40°C and can be
estimated from H,SOj4 partial-pressures tables.

B-1-1-5. Waste Heat Recovery

Waste heat is recovered from gas streams above 300°F as 600 or 900 psig
superheated steam. Heat recovery from gas upstream of acid is limited by the gas dew
point of 280-300°F. Dew point depends on the hydrocarbon content of the sulfur feed
and drops about 20°F after being dried in the first SOs-absorption tower. The 300 psig
gap in steam-system designs (600 or 900 psig) is because turbine metallurgy must be
more exotic above 750°F which is a reasonable superheat for 600 psig steam.
Increasingly, lower-grade heat is recovered at an intermediate pressure. Heat of SOs
absorption can be recovered with Monsanto Enviro-Chem’s heat recovery system
(HRS). This heat is recovered as steam at up to 150 psig. Process heat recovery is
about 70% without HRS and about 80% with HRS. Most losses go to acid-cooling

water.

150



B-1-1-6. Production Rates

H,SO4-STPD (short tons per day) -to-steam-KPPH (thousand pounds per hour)
production ratio runs 9.2+0.5 without HRS. The ratio changes with ambient
temperature, wind, rain, and fuel-to-air ratio, which is adjusted to keep stack SO,
within environmental permit limits. H,SO4 production capacity is normally limited by
blower capacity and increases at night and in winter when inlet air is denser because it
is cooler.
B-1-2. Material Balance and Energy Balance

The material balance and energy balance equations for this process are given in
Table 4-4. There are some parameters (Table 4-3) referred to Figure 4.2 for its
material balance. In the constraints of Table 4-4, F denotes the component mass flow
rate, metric tons per year (MTPY), and its superscript i and subscript k denote the
component names and stream numbers, respectively.

Table 4-3 Parameters in Sulfuric Acid Production, from Hertwig (2004)

Name Meaning Value

SIPSA S impurity (decimal fraction) 0.001
SO2EMSA Stack SO, emissions, Ib SO, / short ton H,SO4 produced 4.0
(max 4.0 per short ton)

BBLSA Boiler blowdown as fraction of boiler feed water (BFW) 0.08
(typical = 0.05-0.10)

SHPSA Short TPD H,SO4/ (KIb/hr of HP drum steam) 9.1

HPBTSA Fraction of high pressure (HP) drum steam used by blower 0.40

turbine (typically = 0.35-0.60)

IPCAPSA Fraction of SAP capacity with heat recovery system 0.3
producing intermediate pressure (IP) steam

CONCSASA  Sulfuric product concentration (0.93 (produced in drying 0.985
tower or in dilution tank) - 0.99; 0.985 (for final abstraction
tower) minimizes stack opacity)

IPHRSSA Klb/hr IP steam (from a 3085 TPD SAP with heat recovery 150
system (HRS))
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Table 4-4 Constraint Equations for Contact Sulfuric Acid Production

Material Balances

Overau (F4 + F7 + FS61 + F66) - (F14 + F15 + FSl() + FSl7 + FS()7 + FS77 + F803) = 0
where F, = F%) + ;™) 4+ ;%) + F{*)
F, = Fl(:[ 00 Fl(:[ 2
Fs = F1(5N2) + Fl(sAr) + F1(5COZ) + Fl(SSOZ)
Heat Exchange (boiler feed water and steam balance)
(Fs + Fyp7 + Fsg + Fo7) —F =0
Fgq = FSFZ)l + Fs%

Species ¢ F, (1 SIPSA)—32 .06 RS0 _ 32.06 F0
64.06

98.08
18.02
H,O(process water) : F,, — 18.02 1(4H S0, Fl(on) _0

98.08

32
0,: F7(Oz) (1. 5) 98,08 1(;*2504) _ 06 Fl(SSOz) —

Ny: F{? —F™) =0
Ar: E& —F* =0
CO,: F5™ —F =0
SO2EMSA _ 4 50, _E02)
15

SO, : ———F =0
2000 M
Impurity: F,; = F, xSIPSA
Heat (Fy +Fy,)
cp@ _ Usie Thsi7)
Exchange BFW: Fgq) (1—- BBLSA) -
HP: F _ (12)(1-HPBTSA) RS0 _
S17 SHPSA 14
IP: F,,, - IPCAPSA x IPHRSSA(12) FU00 _
(3400)
LP: F _(12)HPBTSA (1500 _
0T SHpsA M

Blowdown H,O: F, = BBLSA x F{)
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Table 4-4 Continued

Energy Balance

Overall
v ( 1 F(HZO)H(HZO) _ (F316H(LP) + FS”H(HP) + FS77H(1P)

M(Hzo) S61 S61

1
’ WFS(%O)H(S?;O) )= Qgacp =0
where M' is molecule weight, i= H,O
Enthal A 1. 1 . 1 . 1 . b!
Funcﬁgg H(T)=(a; +—a;T+—-a}T? +—a T’ +—aT* +—HRT J/mol
2 3 4 5 T
where R is gas constant
T is temperature
1= H20
k=61, 67

H®P(T) = ((72.558 + (0.5)(=0.66244)T + (%)(0.002562)T2 +

)(8.3145)T

(0.25)(—4.3659E — 06)T* +(0.2)(2.7818E — 09)T* + (—41TSS6)

—1893) +((=0.007)T? +(2.7838)T + 2292.0563)

18.02
Jg

H™ (T) = ((72.558 + (0.5)(—0.66244)T + (%)(0.002562)T2 +

(0.25)(—4.3659E — 06)T* + (0.2)(2.7818E — 09)T* +

(_LTS%))(ss 145)T

1

.00 +((=0.007)T? +(2.7838)T + 2292.0563)

~1893)

Jg
H"™ (P, T) = 2.326((5.32661)((T —273.15)(1.8) + 32) — 0.2839015P
—(7.352389E — 03)((T — 273.15)(1.8) + 32)” + (3.581547E — 06)
((T = 273.15)(1.8) + 32)° — (7.289244E — 05)P* + (4.595405E — 04)

((T = 273.15)(1.8) + 32)P) —15861.82

J/g, P:psia
Note: LP and IP have no superheat, from Meyer, et al. (1977) and
McBride, et al. (1993); HP has superheat, from Chen (1998).

In Table 4-4, the overall material balance for the whole process is given with

the boiler feed water and steam balance in heat exchange part of the process. For the
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species material balance obtained using the reaction equations (4-9, 4-10 and 4-11),
the first equation is for the sulfur balance; the second one is for the process water
balance; the third one is for the oxygen balance; the fourth one is for the nitrogen
balance; the fifth one is for the argon balance; the sixth one is for carbon dioxide
balance; the last one is for the impurity balance, i.e., the impurity in the sulfur input is
treated as an inert.

In the heat exchange part, all the streams starting with subscript S in Table 4-4
plus some number are steam and boiler feed water flow rates. They are only for heat
exchange and are not reactants. Those equations in the heat exchanger are for the mass
balance of steam and water. All of these steam outputs will be used as heat output by
steam in the energy balance part. The first equation is for the boiler feed water (BFW)
balance; the second one is for the high pressure steam (HP) balance; the third one is
for the intermediate pressure steam (IP) balance; the fourth one is for the low pressure
steam (LP) balance which equals the fraction of HP going to blower turbine; and the
last one is for blowdown water balance to control scaling.

In the overall energy balance in Table 4-4, Qsacmp is the net of the heat
released by the reactions (Equation 4-9 and 4-10). This energy is recovered in the
waste boiler and is used by other processes in the chemical production complex.
Qsacip is calculated from the net steam output from the plant and does not include
cooling water in the acid cooler. It is different from the energy balance method using
the enthalpy changes from input reactants to output reactants and heat loss (Equation

4-2,4-3, 4-4, and 4-5) because sulfuric acid plant can produce the steam output in the
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form of HP, IP and LP as given by the Heat Exchange equations in Table 4-4. HP and
IP are used in the power plant to generate electricity and LP. LP is used to evaporate
the phosphoric acid from 28% to 48% in the phosphoric acid plant. In enthalpy
functions, the coefficients a;, a,, a3, a4, as, and b, for different species are given in
Table A-1 in Appendix A.

In the material balance part, there are 23 variables and 23 equations, including
one dependent one (overall material balance). So the number of degrees of freedom is
1 for the material balance part. For the material and energy balances, there are 35
variables and 29 equations, including one dependent one (overall material balance).
The number of degrees of freedom is 7.

B-2. Phosphoric Acid (H3PO4) Production (Wet Process) (Austin, 1984; Hertwig,
2004; Louisiana Chemical & Petroleum Products List, 1998)

The raw material for phosphoric acid production is phosphate rock
(CaF,-3Ca3(POs),, a fluorapatite). Although not included in the chemical production
complex, phosphate rock is strip mining using giant draglines to remove overburden
whose phosphatic value is too low for economic processing, placing it to the side,
usually in a mined-out area. Then the dragline digs the phosphate rock matrix and
dumps it in a pit where the rock is slurried by giant water jets for pumping to a
beneficiation plant miles away. The matrix is composed of clay slimes, silica sand and
phosphate pebble. Phosphate rock purity is measured as BPL or bone phosphate of
lime as percent of pure Cas(PO4)>(Austin, 1984). Phosphate concentration in rock,

acid, or fertilizers is usually referred to on its anhydrous basis, percent of P,Os. For
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142
2%x98

example, 100% H;PO4 would be ( x100% =) 72.4% P,0s. Sand removed goes

to reclaim old strip mines. Clay slimes removed go to large settling ponds. Clay
fractions carry significant amount of phosphate for which there is not an economical
recovery process today.

In the existing chemical production complex, phosphoric acid is produced by
the wet process. In the chemical production complex of the lower Mississippi River
corridor, the companies producing phosphoric acid by wet process are as follow
(Louisiana Chemical & Petroleum Products List, 1998).

e IMC-Agrico, Uncle Sam (805 thousand metric tons per year)

o IMC-Agrico, Faustina (525 thousand metric tons per year)

e PCS Nitrogen Fertilizer LP, Geismar (200 thousand metric tons per year)

e Rhodia, Geismar (90 thousand metric tons per year)

For the chemical production, the capacity of 3,833 tons per day was used in the base
case (Hertwig, 2004).

Two other options are included in the superstructure, electric furnace process
and Haifa process, which will be described in the complex extension part. The
description of the wet process is given below.

B-2-1. Process Description
B-2-1-1. Reaction Theory - Digestion, Filtration, Evaporation and Clarification

In the wet process, phosphate rock is digested in H,SO, to swap H™ and Ca™".

Digestion is conducted in a stirred chemical reactor with multi-compartments (called

“attack™ tank). Soluble H" is moved from the SO42' to the PO43'. Insoluble Ca is
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moved from the PO, to the SO4*. Digestion is controlled to promote large and
filterable gypsum crystals since filtration is the rate-limiting step. Product acid
contains residual CaSO42H,0 as solids (gypsum) as well as in solution. Careful
control of digestion and clarification can maximize removal of CaSO42H,0. Rock
contains many impurities, especially F, Fe, Al, Mg and Si. Most of the Fe, Al, and Mg
remain in solution, moving with the phosphoric acid into the downstream phosphates.
Digestion product strength is typically 25-29% P,0Os. Digestion product is usually
evaporated to 45-55% P,Os to help the water balance during ammoniation to produce
solid/granular products and to allow for additional purge of impurities CaSO4-2H,0
and F. SiF4 is scrubbed from digestion fumes and evaporator vapors. Evaporator
scrubbings are often recovered for salable H,SiFg.

Management of byproduct gypsum is a major environmental concern, mostly
for gypsum’s P, F and Radon contents. Gypsum is typically stacked 50-300 feet high
on hundreds of acres next to the phosphoric acid plant. To minimize groundwater
contamination, any sandy ground must be covered with clay or plastic before starting a
new stack. Also, after the stack is as high as practical, it is covered with soil and grass
to minimize contamination of runoff water.

The wet process block diagram is shown in Figure 4.3 with the definitions of
streams shown in Table 4-5. The key reactions are:

Ca3(PO4)2+ 3H,SO4+ 6H,0 = 3CaS0O4:2H,0 + 2H3PO4 (4-12)

CaF; + H,SO4 + 2H,0 = CaS0O42H,0 + 2HF (4-13)
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The general reaction from the summation of 3 times reaction equation (4-12) plus one
times (4-13) is
CaF,:3Ca3(POy4), + 10H,SO4 + 20H,0 = 10CaS0O4-2H,0 + 6H3PO4 + 2HF  (4-14)

where CaF,-3Ca3(POys),, is the fluorapatite.

S22
S13 s49
— >
21 S50
.| PHOSPHORIC
S24s ACID S60
— > (WET PROCESS)
S14 S75s
— >
S420

Figure 4.3 Block Diagram of Wet Process to Produce Phosphoric Acid

Table 4-5 Description of Process Streams in Wet Process

Name of Description

Streams

Input Streams

S13 Phosphate rock slurry to phosphoric acid plant (PAP)
S21 Gypsum stack decant water to PAP

S244 LP steam to PAP

S14 Sulfuric acid to PAP

Output Streams

S22 Slurried gypsum produced from PAP

S49 H;,SiFs solution produced from fluorides scrubbers in PAP
S50 Other inert materials in the phosphate rock from PAP
S60 Total phosphoric acid produced in PAP

S75¢ Condensate water from LP input in PAP

S420 Water evaporated from digestion and filtration in PAP

B-2-1-2. Fluoride Scrubbers
F is scrubbed because discharge to offsite water streams is regulated and

because there is a market for the product. Fluorine fumes are drawn from the attack
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tank and filter, and scrubbed and recovered with H,SiF¢ solution to which water is
added. What is not scrubbed will go with the evaporator’s barometric condenser water.
This water is typically once-through river water or closed-circuit gypsum-pond water.
The following reactions take place:

6HF + Si0, = H,SiF¢ + 2H,0 (4-15)
Reaction (4-15) is with small amount of fine sand present in feed rock. Most domestic
phosphate rock has an excess of SiO; vs F. Heating under vacuum in an evaporator (or
addition of strong acid like H,SO4) will shift reaction (4-16) to the right.

H,SiF¢ = SiF4 + 2HF (4-16)
Scrubbing reaction (4-17) produces 1 mole of SiO; that will precipitate unless there
are 6 more moles of HF present to react with it to form 1 more mole of H,SiF¢ via
reaction (4-15).

3SiF4+ 2H,0 = 2H,SiFs + Si0, (4-17)
B-2-2. Material Balance and Energy Balance

Table 4-6 shows the parameters used in the material balance and energy

balance (Table 4-7). Rock slurry is typically 66-68wt % solids. The percent is high
enough to minimize water entering the process here in order to maximize water fed at
filter wash where P,Os gets recovered. The percent is low enough to let the cyclones
or screens in the mill circuit give a good separation. The oversize is recycled back to
the mill. Today's typical sulfuric acid concentration is 98%. Higher-than-98.5% will
give poorer SOj3 absorption in the sulfuric plant (risks SO3 emissions and visible stack

plume) and lower than 93% accelerates corrosion of carbon steel. Typical P,Os loss is
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3-6%. Losses include undigested rock, P,Os trapped in gypsum crystals, and aqueous
P,0s incompletely washed from the gypsum filter cake. Per ton of 64 BPL rock, 0.62
ton of [100%] H,SOy is consumed to digest phosphate. The CaCOs present (a variable
amount not tied to BPL) raises the actual ratio to about 0.802 T H,SO4 per T rock,
which is roughly the 0.80 T H,SO4 / T rock used below.

Table 4-6 Parameters in Wet Process for Phosphoric Acid Production, from Hertwig

(2004)
Name Meaning Value
DFPAP P,Os digested fraction 0.98
NRPPAP Net P,Os recovery in digestion and filtration 0.96
RBPLPAP Fraction of pure Ca3(PO4), (BPL/100) 0.64
FPBPPAP Fraction of 28% H;PO, bypassing the evaporators 0.00
EFCPAP Evaporator feed strength %P,0s (26-29%) 28%
EPCAP Evaporator product strength %P,0s (45-54%) 48%
ESEPAP Evaporator steam efficiency lIb water evaporated per 1b 0.80
steam condensed
FASPAP Fluosilicic acid concentration(weight fraction) 0.24
FFEPAP Fraction of F evaporated in evaporators (0.3-0.8) 0.60
FEFPAP Fraction of evaporators with F scrubbers 0.80
G T rock per T P,Os produced 3.56
C, H,SOy4 to rock ratio (T 100% H,SO4 / T 64-BPL rock) 0.80
Cs T gypsum produced per T P,Os produced 4.18
Cy Net fraction of all fluorine recovered 0.36

In Table 4-7, the overall material balance for the whole process is given with
the expressions of the process streams. For the species material balance obtained using
the reaction equations (4-12, 4-13, 4-14, 4-15, 4-16 and 4-17), the first equation is for
the P,Os balance; the second one is for the sulfuric acid balance; the third one is for
the gypsum balance; the fourth one is for the overall process water balance (H,O-1);
the fifth one is for the process water evaporation balance (H,O-2); the last one is for

the fluoride balance for the whole process. In the heat exchange part, the first equation
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Table 4-7 Constraint Equations for the Phosphoric Acid Wet Process

Material Balance

OVeraH (F13 + F14 + F21 + FSZ4) - (F22 + F60 + FS75 + F49 + FSO + F420) = O
where F,, = F{=%% + E(:?
Fip = P +F
F, = Fzg{ S 4 Fzgl 2
Species P,Os - CLFB _E®09 g
1
H,S0,: F}*°Y —F.,C, =0
Gypsum: F{*%'C, —F,, =0
3)(18.02
Fl(AFZO) + le - ((F(E(]){ZO) - %F&?OQ) + F420 + FgIZO))
HQO-II ’
L @08.02) Lwso, _
14411 "
1 1
H,0-2: F{ - _F,, =
202 oo (Grcpap EpCPAP)
3 (RBPLPAP)(2)(144.11)C4 _ sk _ g
(310.18)(3)(6) B
Heat ) F.
Exchange LP-1: F, " ESEPAP =
LP-2: F,; —F,, =0
Energy Balance
Overall (LP) 1 (H,0) 7 (H,0)
(Fgp, H - M0 Fg75 " Hgi ) = Qpps =0
where MY is molecule weight.
i=H,0
Enthal A A A A A A b!
Functigz H, (T) = (a, +%a‘2T +%a‘3T2 +ia;T3 +éa‘5T4 +?1)RT J/mol

i =H,0; k=75
H™(T) = ((72.558 + (0.5)(=0.66244)T + (%)(0.002562)T2 +

(0.25)(—4.3659E — 06)T* + (0.2)(2.7818E — 09)T* +

@)(83 145)T

—1893) +((=0.007)T? +(2.7838)T + 2292.0563)

18.02
J/g, LP has no superheat, from Meyer, et al. (1977) and McBride, et al.
(1993)
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is the steam requirement for the process (LP-1) and the other is steam input and output
balance (LP-2). The steam input (S24s) was from S16g (sulfuric acid plant) and S18g
(power plant). The steams in the heat exchanger were used in the energy balance part.

In the overall energy balance, Qppa is equal to the heat from LP steam to
evaporate the phosphoric acid from 28% to 48% in the phosphoric acid plant. Also,
this steam is the only heat input for the process. Hence, Qppa is calculated directly
from this LP steam input required to concentrate the phosphoric acid. The Quy x F:
term in Equation 4-5 is not required since no cooling water is used in this process.

In enthalpy functions, the coefficients a;, a,, a3, as4, as, and b, for different
species are given in Table A-1 in Appendix A.

In the material balance part, there are 16 variables and 15 equations, so the
number of degrees of freedom is 1 for the material balance part. For the material and
energy balance, there are 21 variables and 18 equations, so the number of degrees of
freedom is 3.

B-3. Granular Triple Super Phosphate (GTSP) (Hertwig, 2004; Austin, 1984; Brown,
et al., 1985)

B-3-1. Process Description
In the chemical production complex in the lower Mississippi River corridor,
granular triple super phosphate is produced by IMC-Agrico with the capacity of 2,259
tons per day (Hertwig, 2004). GTSP is made by the action of phosphoric acid on
phosphate rock. This can be expressed as:
Ca3(POy), + 4H3PO4 =3Ca(H,POs), digestion (not including F in rock) (4-18)

CaF;, + 2H3PO4 = Ca(H,PO4),+ 2HF  (the F content) (4-19)
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The general reaction from the summation of 3 times reaction equation (4-18) and 1
times reaction equation (4-19) is Equation (4-20), where CaF,-3Ca3(POs), is the
mineral fluorapatite.
CaF,-3Ca3(PO4); + 14H3PO4 = 10Ca(H2PO4),+ 2HF  digestion (4-20)
The block diagram is given in Figure 4.4 with the stream descriptions from
Table 4-8. Pulverized phosphate rock is mixed with phosphoric acid in a two-stage
reactor. The resultant slurry is sprayed into the granulator. The granulator contains
recycled fines from the process. The product from the granulator is dried in the dryer
with heat input, screened, crushed if oversize, and cooled again in the cooler by
cooling water. The final product is conveyed to bulk storage where the material is
cured for 4 to 6 weeks during which time a further reaction of acid and rock occurs
which increases the availability of P,Os as plant food. The exhaust gases from the
granulator and cooler are scrubbed with water to remove silicofluorides which are

represented in this material balance as HF (Austin, 1984).

S12 S51
— > —>
S39 GTSP S63
—> —
S74 S422
—> —

Figure 4.4 Block Diagram of GTSP Plant
B-3-2. Material Balance and Energy Balance
Using the parameters in Table 4-9, the material balance and energy balance of

GTSP plant are given in Table 4-10.
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In Table 4-10, first the overall material balance for this process is given. For
the species material balance obtained using the reaction equations (4-18, 4-19 and 4-
20), the first equation is for the P,Os balance; the second one is for the rock balance;
the third one is for the HF balance; the last one is for the water balance.

Table 4-8 Description of Process Streams in GTSP Plant

Name of Stream  Description
Input Streams

S12 Phosphate rock to GTSP

S39 Wet process phosphorous acid to GTSP
S74 Inert impurity to GTSP

Output Streams

S51 GTSP produced from GTSP

S63 HF produced from GTSP

S422 Water evaporated from GTSP

Table 4-9 Parameters in GTSP Production, from Hertwig (2004)

Name Meaning Value
UPAGTSP  Utilization of H;PO4 in GTSP plant 0.999
PGTSP GTSP fraction of P,05(0.45-0.46) (weight fraction) 0.46
BPLGTSP  Rock BPL(%) 75
URGTSP Rock utilization 0.999

In the overall energy balance, Qgrsp is the heat input for the process, such as
the heat required to dry the product in the dryer, which is calculated from the energy
balance. Qo is the heat loss of unit operations in the GTSP plant, such as the heat
removed by cooling water in the cooler, based on unit product output, 538 KJ per Ib of
GTSP (Brown, et al., 1985). In enthalpy functions, the coefficients a;, a,, a3, as, as, and

b; for different species are given in Table A-1 in Appendix A.
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In the material balance part, there are 9 variables and 8 equations, so the
number of degrees of freedom is 1. For the material and energy balance, there are 21
variables and 15 equations, so the number of degrees of freedom is 6.

Table 4-10 Constraint Equations for GTSP Production

Material Balance

Overall (F12 + F39 + F74) - (FSI + F63 + F422) =0

where
F, = Fl(zROCK)
Fy = Eg™ B0
Species P,Os: UII’4A1G91;SP F00 _ 121;(‘;;1;8P)(14)(98) F, =0
: 7 (10)(234.06)
(2)(98) 234.06
ROCK:
prock) __ (UPAGTSP)(2)(98)(1008.62)(100)(3)(310.18) o, _
" (141.94)(14)(98)(BPLGTSP)(1008.62)(URGTSP) *’
UPAGTSP)(2)(98)(2)(20.01
ar: )(2)(98)(2)( )ngos) CF, =0
(141.94)(14)(98)
3)(18.02)
H,0: Fp, ~(£00 -8 oy
2 422 39 14194 39 )
Energy Balance

Overall ((PGTSP)FS(IGTSP) /M(ons)H(GTSP) +F6(§iF) /M(HF)HS;F) +Fglzzo) /M(HZO)HE&ZO))
— ((BPLGTSP) /(100)F; ) /(3)M € PO (RO
TFy /MYH") +FQ, ~ Qurep =0

i =P,0s, H,O
Eﬁiﬂg H, (T)=(a; + %a;T - %a;Tz - iaLT3 - %a;T“ + b%)RT J/mol
i =H,0, HF; k=239, 63,422
H®O)(T) = (((-291.5)(1000) + (3)(—984.9)(1000)) + (16.02 + (3)(54.45))
(T —298.15))(4.182)J /mol
Source: Lide (1982)
H"%) = (~1278.437)(1000) + (106.014)(T —298.15)J / mol

Source: Lide (1982)
H ™" (T) = (=742.04)(1000)(4.182) + (246.4)(T — 298.15)J / mol

Source: Felder and Roussleu (1986)
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B-4. Ammonia (Hertwig, 2004; Brykowski, 1981; Perry, 1997; Louisiana Chemical &
Petroleum Products List, 1998)

In the chemical production complex in the lower Mississippi River corridor,
the ammonia production plants are as follow (Louisiana Chemical & Petroleum
Products List, 1998).

o IMC-Agrico, Faustina Plant (480 thousand metric tons per year)

¢ CF Industries, Donaldsonville (1.84 million metric tons per year)

e Triad Nitrogen, Donaldsonville (1.02 million metric tons per year)

e BCP, Geismar (400 thousand metric tons per year)

e PCS Nitrogen Fertilizer LP, Geismar (550 thousand metric tons per year)

e Monsanto, Luling (440 thousand metric tons per year)

e Cytec, Westwego (385 thousand metric tons per year)

e Air Product & Chemicals Inc., St. Gabriel (270 thousand metric tons per year)
For the ammonia production, the capacity of 1,986 tons per day was used in the base
case (Hertwig, 2004).

B-4-1. Process Description

The block diagram for ammonia process is given in Figure 4.5 with the stream
definitions in Table 4-11. After desulfurization the natural gas is fed to the primary
reformer (steam reformer), where part of the methane is converted to carbon oxides
and hydrogen over a nickel catalyst. Then the gas mixture enters the secondary
reformer (autothermic reformer) where air is injected to provide nitrogen needed in

ammonia synthesis. Because carbon oxides are highly poisonous to the ammonia
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synthesis catalyst, the reformed gas mixture is shifted for more H, and scrubbed for
CO;, removal, where carbon monoxide is oxidized to carbon dioxide. Then, in the
methanator the remaining traces of CO, are removed by reaction with H, to produce
methane and water. Finally, the synthesis gas is compressed and converted to
ammonia in the synthesis reactor. More detail information about the plant is given

below.

S19

39 I
S10 520
> 5 AMMONIA >
S68 569
— 7 870

Figure 4.5 Block Diagram of Ammonia Plant

Table 4-11 Description of Process Streams in Ammonia Plant

Name of Streams  Description
Input Streams

S9 Air to ammonia plant

S10 Natural gas to ammonia plant

S68 Steam (reactant) to ammonia plant

Output Streams

S19 Total production of ammonia from ammonia plant
S20 Total production of CO, from ammonia plant

S69 Water from ammonia plant

S70 Purge from ammonia plant

B-4-1-1. Synthesis Gas Preparation
The steam reforming reaction is:
CH4 + H,O =CO + 3H; (4-21)

The reaction is very endothermic, favored by high temperature and low pressure.
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The water-gas shift reaction is employed to convert CO to CO, with additional
H, production.
CO +H,0=CO;+H; AH(1000°C) =-32.18 MJ/Kgmol  (4-22)
The reaction is mildly exothermic, favored by low temperature and unaffected by
pressure. When the final product is CO,, excess steam is used to prevent carbon
formation. In the NHj3 plant, this reaction occurs with the reforming in the primary
reformer that operates at 760-980°C. Product composition depends on process
conditions, such as temperature, pressure, excess steam which determines equilibrium,
and velocity through the catalyst bed which determines approach to equilibrium.
Typical product is 75% Ha, 8% CO, 15% CO,, 2% balance gases of N, and CHa.
Additional cooling and steam is provided to finish converting CO to CO; in the shift
converters (Equation 4-22). After the secondary reformer air is introduced to provide
N; to form NHj. Oxygen from the introduced air will complete the oxidation of any
remaining CH4 and CO (Equation 4-23 and 4-24). Oxidation product H,O is
condensed out, and oxidation product CO, is scrubbed out using amines.
CHy(g) + 20(g) = CO,(g) + 2H,0(g) AH(25°C)=-191.759 Kcal/gmole (4-23)
CO +0.50,=CO;, AH(25°C) = -67.6361 Kcal/gmole (4-24)
The trace of CO, left is converted back to CH, in a methanator (Equation 4-25).
CO; +4H, = CH4 + 2H,0 (4-25)
B-4-1-2. NH3 Synthesis
The ammonia synthesis reaction is:

0.5N, + 1.5H, = NHj (4-26)
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The converter consists of a high-pressure shell containing a catalyst section and a heat
exchanger. Both horizontal and vertical types of converter are used with cooling by
quenching. Inlet gases conventionally pass along the shell, being preheated and
reducing the maximum shell temperature. The conditions in the converter are 500 °C
and 15 to 30 MPa. Outlet concentrations of ammonia are 16 to 25%. Product can be
liquid or gas. Liquification makes storage practical but requires energy and equipment
to produce, and ammonia is usually re-vaporized in the customer’s process. A trace of
water is added to the NHj liquid product to control corrosion of carbon steel.

Steam demand within the NH3 plant usually is a close match to the NH3 plant’s
steam production. Extra steam can be produced within the NHj plant for users inside
or outside the NHj3 plant by firing the auxiliary burners in the heat-recovery section of
the exhaust gas from the primary reformer.

The biggest yield losses are due to the inerts purge: inerts include Ar from the
air feed and CH4 from the CO, Methanator. The purge is usually passed through a H,-
recovery unit (HRU). When the remaining purge contains enough CH4 and H, it is
sent to the primary reformer as a fuel.

B-4-2. Material Balance and Energy Balance

With the parameters shown in Table 4-12, the material and energy balances of
the ammonia plant are given in Table 4-13.

In Table 4-13, the overall material balance for the whole process is given with
the mixture stream expressions. For the species material balance obtained using the

reaction equations (4-21,4-22, 4-23, 4-24, 4-25 and 4-26), the first equation is for the
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methane balance; the second one is for the steam used as a reactant balance; the third
one is for the CO, balance; the fourth one is for the NH; balance; the fifth one is for
the purge N, balance; the sixth one is for the purge H, balance; the seventh one is for
the purge Ar balance; the last one is for the water balance.

Table 4-12 Parameters in Ammonia Production, from Hertwig (2004)

Name Meaning Value

UHAMM Utilization of H, in ammonia plant(higher than N, utilization 0.999
due to H, recovery unit)

UNAMM Utilization of N in ammonia plant 0.995
Trace of water added to NH3 product for corrosion control 0.0
(not used in any calculation yet)
Air composition:

N, in air 78.084%
O, in air 20.946%
Ar in air 0.934%
CO»in air 0.036%

In the overall energy balance, Qamm 1s the heat from steam in the primary
refomer for synthesis gas preparation (Equation 4-21), heat exchanger, and distillation
column reboilers, which is calculated from the energy balance. Quiiities 1S the heat
output removed by cooling water in heat exchanger and distillation column condensers
during unit operations, such as methanation and ammonia separation, in the ammonia
plant based on the unit of ammonia product, 3 MJ per Ib of ammonia (Brykowski,
1981). Qpurge 1s the heat from the combustion of purge H» used as fuel gas, -54 MJ per
Ib of H, (Perry, 1997). In enthalpy functions, the coefficients a,, a,, as, as, as, and b;

for different species are given in Table A-1 in Appendix A.
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Table 4-13 Constraint Equations for Ammonia Production

Material Balance
Overall  (F, +F,, +F,)—(F, +F,, +F, +F,)=0
where F, = F}% + F™ + F°% + Fj*

Fro = P32+ Y 4 Y

Species CHa:
~ (0.5)(0.20946)(16.05) . (1.5)(16.05)
' (17.04)(0.78084)(2)(UNAMM) " (17.04)(4)(UHAMM) "
(1.5)(18.02)(2)

Steam: F — F,=0
(17.04)(4)(UHAMM)

COgy:

F(CZ2)+ ( (1.5)(44.01) o (0:5)(0.20946)(44.01) \E
’ (17.04)(4)(UHAMM)  (17.04)(0.78084)(2)(UNAMM) "~ "
—F,, =0

. (17.04)(UNAMM) L,
T (0.5)(28.02)
(0.5)(28.02)(1- UNAMM)

F,=0

N, purge: — F) + F,=0
2 PHIEE = (17.04)(UNAMM) "
(17.04)(UHAMM)

Arpurge: F* —F =0

Ho b . (050209460802 .
2 T T (17.04)(0.78084)(2)(UNAMM)

Energy Balance

Overall  (FQ) / MOMIH O 4 B0/ MCOIC0) 4 SFD /MO
+Fy @ /IMUEOHEG) — (B /MY HEG + 2R /MYHY
+ B MR + FS™ Quiies + Flo ™' Qe = Qanan =0
1= COQ, 02, Nz, AI';j = Hz, Nz, Ar

Enthalpy

i o1 1 . 1 . 1 . bi
Function Hi(T) =(a, +§a‘2T+§a‘3T2 "‘ZaZTS +§315T4 +?1)RT J/mol

1= Hzo, COZ, CH4, 02, Nz, AI‘, NH3
k=9, 10, 19, 20, 68, 69, 70

In the material balance part, there are 14 variables and 14 equations including

one dependent equation (overall material balance), so the number of degrees of
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freedom is 1. For the material and energy balance, there are 34 variables and 27
equations including the dependent overall material balance, so the number of degrees
of freedom is 8.

B-5. Nitric Acid (Hertwig, 2004; Keleti, 1985; Louisiana Chemical & Petroleum
Products List, 1998)

In the chemical production complex in the lower Mississippi River corridor,
the nitric acid plants are as follow (Louisiana Chemical & Petroleum Products List,
1986).

e CF industries, Donaldsonville (380 thousand tons per year)

e PCS Nitrogen Fertilizer LP, Geismar (923 thousand tons per year)

e Rubicon, Geismar (120 thousand tons per year)
For nitric acid production, the capacity of 539 tons per day was used in the base case
(Hertwig, 2004).
B-5-1. Process Description

The reaction can be expressed as:

NH; (g) + 20, (g) = HNOs (aq) + H>O (1) (4-27)
Commercial grades of the product range 0.534-0.687 w/w (36-42°Be). The product
concentrating to 0.95 is possible with additional processing cost for extractive
distillation with a dehydrating agent as H,SO4 with MgSO4. Manufactured acid
contains some HNO, when 0.20-0.45 HNO; and contains dissolved N,O4 when greater
than 0.55 HNOs.

Atmospheric-pressure plants have been replaced by pressurized plants to

reduce plant size and capital cost, and to be able to produce more than 0.50-0.55
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HNO:s. Single-pressure/American/DuPont plants have lower capital cost and produce

more by-product steam than dual-pressure/European plants that have lower catalyst

cost and slightly higher yield. But overall costs are roughly similar for single- vs dual-

pressure processes.

A block process diagram is given in Figure 4.6 with the stream definitions

from Table 4-14. In order to get to the production grade and reduce operating cost, the

water from ammonium nitrate plant is used.

S8
4)
S29
4)
S71
4)

S45

NITRIC ACID 381

Figure 4.6 Block Diagram of Nitric Acid Plant

Table 4-14 Description of Process Streams in Nitric Acid Plant

Name of Streams Description

Input Streams

S8 Air to nitric acid plant

S29 Ammonia to nitric acid plant

S71 Water from ammonium nitrate plant to nitric acid plant
Output Streams

S45 Nitric acid solution produced from nitric acid plant
S81 Vent gases from nitric acid plant

B-5-2. Material Balance and Energy Balance

Using the parameters in Table 4-15, the material balance and energy balance of

nitric acid plant are given in Table 4-16.

In Table 4-16, the overall material balance for the whole process is given with

the mixture stream expressions. For the species material balance obtained using the
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reaction equations (4-27), the first equation is for the O, (reactant) balance; the second
one is for the NH; balance; the third one is for the H,O balance; the fourth one is for
the O, (inert) balance; the fifth one is for the N, balance; the sixth one is for the CO,
balance; the seventh one is for the Ar balance; the last one is for the NO balance.

Table 4-15 Parameters in Nitric Acid Production, from Hertwig (2004)

Name Meaning Value
CONCNA  Product nitric acid concentration (0.54-0.68) (weight fraction) 0.54
ABNOL NO absorption 0.980

Weight fraction of the air required to “bleach” red NO, out of 0.15
product HNOs in the total air input

In the overall energy balance, Qnir is the net heat released from the nitric acid
plant in the form of steam in the heat exchanger because of the exothermic reaction (4-
27), which is calculated from the energy balance. Q. is the heat output removed by
cooling water in the heat exchanger and absorption column in the nitric acid plant
based on the unit of nitric acid product, 1 MJ per Ib of nitric acid (100%) (Keleti,
1985). In enthalpy functions, the coefficients a;, a;, a3, a4, as, and b; for different
species are given in Table A-1 in Appendix A.

In the material balance part, there are 16 variables and 16 equations including
one dependent equation (overall material balance), so the number of degrees of
freedom is 1. For the material and energy balance, there are 35 variables and 30
equations including the dependent overall material balance, so the number of degrees

of freedom is 6.
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Table 4-16 Constraint Equations for Nitric Acid Production

Material Balance

overall (Fy +Fy +F;))—(FEs +F;) =0
where
F, =K%+ F™ + F% + FY

_ R (HNO;) (H,0)
F45 = F45 ’ +F45 ’

— F©2) (N3) (Ar) (COy) (NO)
F81 _F812 +F81 ’ +F81 +F81 ’ +F81

SPECIES 0, B9 RO _ (2)32) RO _ (5)(32)_ngq 0 _
63.02 (30.01)(4)
17.04 17.04
NHax: F _—F(HNoz) __F(NO) =0
P T “ 3001 ©
H,O: F, +ngN°3) +MF8(FO> _F:0 =
63.02 (30.01)(4)
O,: E* —0.15F%) =0
Na: N —F) =
C02: F8(1C02) —FS(COZ) = 0
Ar: FM —F* =0
NO: Loy _1=ABNOL
30.01 " 17.04 %
Energy Balance

Overall  (zFY/MYH{ +2F) /MYHY)) - (Fy™ /MMYHE™ +
F71 /M(HZO)HH + 2FS(k) /M(k)Hgk)) + F:SHNOB)Qout - QNIT = O
1= HNO3, H20;j = COQ, 02, Nz, AI‘, NO; k= COQ, 02, Nz, Ar

Enthalpy

i i 1 i 1 i 1 i 1 i bl

Function Hi(T) =(a, +§a2T+§a3T2 +Za4T3 +§a5T4 +?1)RT J/mol
1= H20, COz, 02, Nz, AI', NH3, NO
k=8,29,45,71,81

HU"™%)(T) = (~174.1)(1000) + (109.9)(T - 298.15)J /mol k=45

Source: Knovel (2003)

B-6. Urea (NH,CONH;) (Hertwig, 2004; Austin, 1984; Meyers, 1986; Louisiana
Chemical & Petroleum Products List, 1998)

In the chemical production complex in the lower Mississippi River corridor,

the urea plants are as follow (Louisiana Chemical & Petroleum Products List, 1998).
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o IMC-Agrico, Faustina Plant (260 thousand tons per year)

e CF Industries, Donaldsonville (1.6 million tons per year)

e BCP, Geismar (220 thousand tons per year)

e PCS Nitrogen Fertilizer LP, Geismar (412 thousand tons per year)

e Cytec Industries, Westwego (120 thousand tons per year)

e Triad Nitrogen, Donaldsonville (420 thousand tons per year)
For urea production, the capacity of 301 tons per day was used for the base case
(Hertwig, 2004).
B-6-1. Process Description

There are two reaction steps (4-28 and 4-29) in the urea production. Usually,

these two reactions can be expressed as overall reaction (4-30).

CO; + 2NH3 = NH,COONH4 AH = -155 MJ/Kgmol (4-28)
NH,COONH,4 = NH,CONH; + H,O AH = +42 MJ/Kgmol (4-29)
CO; + 2NH3 = NH,CONH, + H,O (4-30)

Both (4-28) and (4-29) are equilibrium reactions. Carbamate (NH,COONH,)
formation in Equation 4-28 goes to completion at 14 MPa and 170-190°C. Most of
heat of reaction (4-28) goes into steam production.

Decomposition to urea (NH,CONH;) in Equation 4-29 is slow. It is less
complete and driven by heat and pressure reduction. This is done in one or more
decomposers at progressively lower pressures. Decomposer product is a urea solution

that must be evaporated to be prilled or granulated. Heating the solution with the low
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pressure steam (LP) releases unreacted gases and undecomposes carbamate and
evaporates water. Part of this heat comes from the heat of forming the carbamate.

Conversion of either reactant is helped by using an excess of the other
reactants (NH; and CO;). However, the theoretical amount of CO, is employed to
make the material balance simple. Unconverted CO,, NH; and undecomposed
carbamate are recovered and recycled. This requires that all of the evolved gases must
be repressurized to reactor pressure. Synthesis is further complicated by formation of a
dimmer called biuret, NHCONHCONH,-2H,0, which is toxic to many plant species
at high concentrations. Biuret in urea can cause agronomic problems if placed near the
seed. The major damage of biuret is to germinating seeds. Although some crops have
been affected, there is little damage through plant absorption. So biuret content is
typically around 0.3%. Overall, over 99% of both CO, and NHj3 are converted to urea,
making environmental problems minimal. Air is introduced into the process with the
CO; to provide O, to let 300 series stainless steels resist carbamate that is otherwise
very corrosive to ordinary and stainless steels.

The block diagram is given in Figure 4.7 with the stream definitions from
Table 4-17. CO, and NHj; both come from an ammonia plant. NH; feed is as a gas for
urea production in the chemical production complex. NH; can be liquid (Austin,
1984). Urea product is relatively pure. Product of 46% N used to be prilled but today it
is usually granulated. Additives can slow storage decomposition losses to CO, and

NHj; that occurs over several months. Urea solutions are sometimes sold.
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Figure 4.7 Block Diagram of Urea Plant

Table 4-17 Description of Process Streams in Urea Plant

Name of Streams Description
Input Streams

S27g LP steam to urea plant for heat exchange

S31 Ammonia to urea plant

S32 CO; to urea plant

Output Streams

S46 Granular urea produced from urea plant

S53 Urea solid produced from urea plant for DAP N% control
S53H20 Water produced from urea plant

S655 Condensed water from LP input in urea plant

S800 NHj; emission from urea plant

S801 CO, emission from urea plant

B-6-2. Material Balance and Energy Balance
Using the parameters in Table 4-18, the material balance and energy balance of
the urea plant are given in Table 4-19.

Table 4-18 Parameters in Urea Production, from Hertwig (2004)

Name Meaning Value
UAMMUR NH3 utilization in urea plant 0.999
UCO2UR CO; utilization in urea plant 0.999

In Table 4-19, the overall material balance for the whole process is given with

the heat exchange balance and mixture stream expressions. For the species material

178



balance obtained using the reaction equations (4-28, 4-29 and 4-30), the first equation
1s for the water balance; the second one is for the total NH3 balance; the third one is
for the NH; emission balance; the fourth one is for the CO, emission balance; the fifth
one is for the total CO, balance; the last one is for the urea balance.

Table 4-19 Constraint Equations for Urea Production

Material Balance
Overall  (F,, +F, +F,)—(F, + Fy; + F3" + Fyi + Fygo + Fy,) =0
— FS(;JREA)

where F,

Heat exchange: F,, —F, =0

Species 1
H0: ————F"” = F,, =0
> EEVAUR ° $21
NH;: 17.04)2) (F ™ +F, ) =0

3 (60.07)(UAMMUR)
(17.04)2)(1= UAMMUR) pseay ) _ g
(60.07)(UAMMUR) = *
(44.01)(1- UCO2UR)
(60.07)(UCO2UR)
COx: F, - 44.01 FS(EREA)

(60.07)(UCO2UR)
18.02

60.07
Energy Balance
Overall (FS(S‘UREA) /M(UREA)H%JREA) +F5(3}120) /M(HZO)HgI;IZO) +F‘§6UREA)

NHj; emission: — Fg) +

CO; emission: —Fy,, + (F" +F,) =0

+F,)=0

Urea: (F5(3U REA) 4 F,)— F5(3H20) =0

/M(UREA)HE‘EREA) +F§(%H3) /M(NH3)H$§I3) +F§0C102) /M(COz)Hg)JIOz))
= (EY MO £ FEOY IMOOTHE) 4 Q,,, (B +F)
-Q, =0
Enthal A A A A A A b!
Funcﬁgg H, (T) = (a, +la‘2T +1a;T2 +la;T3 +la;.T“ +—LRT  J/mol
2 3 4 5 T
1= H20, COz, NH3
k =31, 32, 53H,0, 800, 801
H{"*(T) = (=333.6)(1000) + (93.14)(T — 298.15)] / mol k=46, 53
Source: Domalski, et al. (1984)
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In the overall energy balance, Qu is the heat input of the plant in the form of
steam for heat for the reaction (Equation 4-29) and in the heat exchanger, and one-
stage evaporator and vacuum evaporator, which is calculated from the energy balance.
The reaction heat from Equation 4-28 is not enough for the total heat requirements of
the plant. Qo is the heat output removed by cooling water in the heat exchanger,
scrubber, condenser and stripper in the urea plant based on the unit of urea product,
1.6 MJ per b of urea (Meyers, 1986). In enthalpy functions, the coefficients a;, a,, a,
a4, as, and b, for different species are given in Table A-1 in Appendix A.

In the material balance part, there are 10 variables and 9 equations including
one dependent equation (overall mass balance), so the number of degrees of freedom
is 2. For the material and energy balance, there are 24 variables and 17 equations
including the dependent overall mass balance, so the number of degrees of freedom is
8.

B-7. Methanol (CH3;0OH or MeOH) (Hertwig, 2004; Brown, et al., 1985; Louisiana
Chemical & Petroleum Products List, 1998)

In the chemical production complex in the lower Mississippi River corridor,
the methanol plants are given as follow (Louisiana Chemical & Petroleum Products
List, 1998).

e BCP, Geismar (330 million gallons per year)

e Ashland, Plaquemine (160 million gallons per year)

e Cytec, Westwego (Not available)

e Georgia Gulf, Plaquemine (160 million gallons per year)

e Praxair, Geisamr (10 million gallons per year)
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For methanol production, the capacity of 548 tons per day was used in the base case
(Hertwig, 2004).
B-7-1. Process Description

The block flow diagram is given in Figure 4.8 with stream definitions from

Table 4-20 and the detailed process description is given below.

S11 S47
—>
_ 528 | METHANOL

$33 S802
—>

Y

Y

Figure 4.8 Block Diagram of Methanol Plant

Table 4-20 Description of Process Streams in Methanol Plant

Name of Streams Description
Input Steams

S11 Natural gas to methanol plant

S28 Steam to methanol plant

S33 CO; to methanol plant

Output Streams

S47 Methanol produced from methanol plant
S802 Purge from methanol plant

B-7-1-1. Synthesis Gas Preparation
The steam reforming reaction is:
CH4 + H,O =CO + 3H; (4-21)
The reaction is very endothermic, favored by high temperature and low pressure. This
reaction produces 1:3 CO/H, instead of the 1:2 needed for MeOH synthesis, so

another source of CO or CO; must be added. So CO; is imported in the MeOH plant
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instead of partial oxidation of CH4 (4-31), which would supply CO, but with N, as an
inert to this process.
CH4 + 1.50, = CO + 2H,0 (4-31)
CO; is imported and in water-gas shift reaction (4-32), CO, is shifted back to
CO by consuming some of the H, produced from CHy4 (4-21). The general reaction
equation based on 4-21 and 4-32 of the synthesis gas preparation for methanol
production using CH4 and CO; as feedstock is Equation 4-33. The CO,-to-CH4 molar
feeds ratio needs to be 1:3 to get 1:2 CO-to-H, for MeOH synthesis, though any
incomplete conversion of CO, would call for a slightly higher feeds ratio. CO,
conversion is hurt by the steam that is essential to H, generation. So careful control of
steam-to-carbon ratio is needed to minimize CO; requirements. The stoichiometric
molar ratio is 2:3 as calculated above. Unconverted CO, will waste CO, feed and carry
MeOH, for example, with it when it has to be purged from the synthesis loop. Purge
stream goes to the reformer to be burned as additional fuel.
CO, +H,=CO + H,O (4-32)
3CH4 + 2H,0 + CO, =4CO + 8H; (4-33)
B-7-1-2. MeOH Synthesis in Catalytic Converter
CO + 2H, = CH;0H AH =-103 MJ/ Kgmol (4-34)
The converter in the Lurgi LP plant is a cooled multi-tubular reactor running at
5-8MPa and 250-260 °C. Liquid-entrained micron-sized copper-based catalysts can
convert as much as 25% per pass (Equation 4-34). The heat of reaction is directly used

to generate high pressure steam. MeOH is condensed by both heat exchange and
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pressure reduction. Condensed MeOH is collected and purified. Steam demand within
the MeOH plant usually is a close match to the MeOH plant’s steam production. Extra
steam can be produced within the MeOH plant for users inside or outside the MeOH
plant by firing the auxiliary burners in the heat-recovery section of the exhaust gas
from the primary reformer.
B-7-2. Material Balance and Energy Balance

Using the parameters in Table 4-21, the material balance and energy balance of
methanol plant are given in Table 4-22.

Table 4-21 Parameters in Methanol Production, from Hertwig (2004)

Name Meaning Value
UH2ME Overall H; utilization in methanol plant 0.999
UCO2ME Overall CO; utilization in methanol plant 0.99

In Table 4-22, the overall material balance for the whole process is given with
the mixture stream expressions. For the species material balance obtained using the
reaction equations (4-33 and 4-34), the first equation is for the CO; (reactant) balance;
the second one is for the CH4 balance; the third one is for the H,O balance; the fourth
one is for the purged H; balance; the fifth one is for the purged CO; (inert) balance;
the last one is for the purged CO balance.

In the overall energy balance, Qugr is heat input of the methanol plant in the
form of steam in the heat exchanger and methanol separation units, which is calculated
from the energy balance. Q. 1s the heat output removed by cooling water in heat
exchanger, cooler, condenser and methanol separation unit, based on the unit of

methanol product, 4.6 MJ per Ib of methanol (Brown, et al., 1985). In enthalpy
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functions, the coefficients a;, a,, a3, a4, as, and b; for different species are given in

Table A-1 in Appendix A.

Table 4-22 Constraint Equations for Methanol Production

Material Balance

Overall

Species

(Fu + F28 + F33) - (F47 + Fsoz) =0
where F, = FS((?ZZ) + FéOCZOZ) +EF5Y
Os: Fyy — 44.01 =
(4)(32.05)(UCO2ME)
(3)(16.05) 3
' (4)(32.05(UH2ME) ¥
18.02 (18.02)(UCO2ME)

MO B =05 1 44.01

(1-UH2ME)(3)(2.02)
16.05
CO; purge: —F;” +(1- UCO2ME)F,, =0
FCO) (1- UH2ME)(28.01) F o=

CO purge: — Fy, 16.05 n=0

CH4 .

F33 =0

H, purge: — Fi) + F,=0

Energy Balance

Overall

Enthalpy
Function

(MeOH) (MeOH) 11(MeOH) o) OO (CHy) (CHy) 7 (CHY)
F47e /M H47e +ZF8(1)2/M1H8102_(F11 CIMTTOH T+
FZ(;:ZO) /M(HZO)H(;SZO) +F3(3COz) /M(COZ)Hg(;Oz))

+ QoutF47 - QMET =0
1= COQ, CO, Hz

. 1. 1 oo 1oy 1, bi
H (T)=@ +—a T+—a:T"+=a T’ +=a.T" + —)RT J/mol
k( ) ( 1 2 2 3 3 4 4 5 5 T)

1= COQ, CH4, Hzo, CO, Hz

k=11, 28, 33, 802
HMO™(T) = (-238.54)(1000) + (79.225)(T — 298.15) J/mol k=47
Source: Felder and Roussleu (1986)

In the material balance part, there are 8 variables and 8 equations including one

dependent equation (overall material balance), so the number of degrees of freedom is

1. For the material and energy balance, there are 21 variables and 16 equations
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including one dependent equation (overall material balance), so the number of degrees
of freedom is 6.

B-8. Ammonium Nitrate (AmNO; or NH4NO3) (Hertwig, 2004; Search and Reznik,
1977; Louisiana Chemical & Petroleum Products List, 1998)

In the chemical production complex in the lower Mississippi River corridor,
ammonium nitrate is produced by the following plants (Louisiana Chemical &
Petroleum Products List, 1998).

e PCS Nitrogen, Geimar (485 thousand metric tons per year)
e CF Industries, Donaldsonville (340 thousand metric tons)
For ammnium nitrate production, the capacity of 684 tons per day was used for the
base case (Hertwig, 2004).
B-8-1. Process Description
NH; (g) + HNOs (aq.) = NH4NO; (aq.) AH =-86.2 kJ / gmol (4-35)

Ammonium nitrate is made by reacting nitric acid with ammonia (4-35). Both
feeds are preheated and product is air-cooled. If feeds are properly heated and
proportioned, the heat of reaction finishes drying the product. Continuous processes
are employed instead of batch processes because of the labor and equipment costs.

Figure 4.9 shows a block diagram with the stream definitions in Table 4-23.

356
_ S 362
AMMONIUM 1
NITRATE 87
345
_ S804

Figure 4.9 Block Diagram of Ammonium Nitrate Plant
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Table 4-23 Description of Process Streams in Ammonium Nitrate Plant

Name of Streams  Description
Input Streams

S44 Ammonia to ammonium nitrate plant

S45 Nitric acid solution to ammonium nitrate plant

Output Streams

S56 Granular ammonium nitrate from ammonium nitrate plant

S62 Ammonium nitrate solution from ammonium nitrate plant

S71 Water from ammonium nitrate plant to nitric acid plant

S804 Water from ammonium nitrate plant but not to nitric acid plant

B-8-2. Material Balance and Energy Balance

Using the parameters in Table 4-24, the material balance and energy balance of
the ammonium nitrate plant are given in Table 4-25. In Table 4-25, the overall
material balance for the whole process is given with the mixture stream expressions.
For the species material balance obtained using the reaction equations (4-35), the first
equation is for the HNOj balance; the second one is for the NHj balance; the last one
1s for the H,O balance.

In the overall energy balance, Qan is heat input of the ammonium nitrate plant
in the form of steam in the heat exchanger and preheater, which is calculated from the
energy balance. Q. 1s the heat output removed by cooling water and the air for
cooling in the prilling tower and cooler in ammonium nitrate plant, based on the unit
of ammonium nitrate product, 62 KJ per Ib of ammonium nitrate (Search and Reznik,
1977). In enthalpy functions, the coefficients a;, a;, a3, a4, as, and b; for different
species are given in Table A-1 in Appendix A.

In the material balance part, there are 10 variables and 8 equations including

one dependent equation (overall material balance), so the number of degrees of
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freedom is 3. For the material and energy balance, there are 25 variables and 17

equations including one dependent equation (overall material balance), so the number

of degrees of freedom is 9.

Table 4-24 Parameters in Ammonium Nitrate Production, from Hertwig (2004)

Name Meaning Value
UAMMAMN  NHj; utilization in ammonium nitrate plant 1.0
UNITAMN HNO:s utilization in ammonium nitrate plant 1.0
CONCAMN  Concentration of ammonium nitrate solution product 0.30

Table 4-25 Constraint Equations for Ammonium Nitrate Production

Material Balance

Overall (F, +F)—(F +F, +F, +F,)=0
where
F, = Fﬁ(?N) + F(HZO)
Species HNO,: FUMNo _ 63.02 6302 g L g )0
80.06
17.04
NH;: F,, — (F(AN) +F,)=0
H,O: FjsH O) _F71 _Fs(zH ) —Fg, =0
Energy Balance
Overall (FUN /MAVHEN 4 SEO /MOHY 4 FHO) /MO0
FUR0) /MO (#0) _ (FON) /(N (N sED) MO D)
+ QoutFS(:N) - QAN = 0
i=H,0, AN; j = HNOs, H,O
Enthal A 1. 1 . 1 . 1 . b!
Functigl}l/ H, (T) = (a; + EalzT + Ealsz + ZaZTS + §32T4 + ?I)RT J/mol

i = NH3, HNO3, HQO

k =44,45,62,71, 804
H*(T) = (-=365.381)(1000) + (139.261)(T — 298.15) J/mol k=56, 62
Source: Lide (1982)
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B-9. Mono-/Di-Ammonium Phosphates (MAP/DAP) (Hertwig, 2004; Brown, et al.,
1985; Louisiana Chemical & Petroleum Products List, 1998)

In the chemical production complex in the lower Mississippi River corridor,
MAP and DAP are produced by the following plants (Louisiana Chemical &
Petroleum Products List, 1998).

e IMC-Agrico, Faustina (Not available)

o IMC-Agrico, Taft (600 thousand tons per year for DAP)

e Avondale Ammonia, Westwego (125 thousand metric tons per year for DAP)
For the chemical production, the capacities of 885 tons per day for MAP and 5,666
tons per day for DAP were used for the base case (Hertwig, 2004).

B-9-1. Process Description

The standard grades for ammonium phosphate fertilizers are listed in Table 4-
26. The product grades for MAP and DAP are set as 11-52-0 and 18-46-0 in Table 4-
26, respectively.

Table 4-26 Ammonium Phosphate Standard Grades

%N - %P,0s5 - %K,0 N/P Mole Ratio

18-46-0 1.73 (if a true "di-" is 2.00)
10-50-0 0.90

10-52-0 0.85

11-52-0 0.94

The process feeds include anhydrous NHj3 as vapor, phosphoric acid at 40-54%
P,0s, water for scrubber, and N boosters, such as NH,CONH, (granular or solution),
NH4NO; (granular or solution), and (NH4),SO4 which comes from the reaction of NH;
and feed H,SOy in the granulator.

The overall reactions are:
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H;PO, + NH; = NH4H,PO4 MAP (4-36)

NH4H,PO,4 + NH; = (NH4),HPO, DAP (4-37)

The block diagram is illustrated in Figure 4.10 with the stream definitions in

Table 4-27. Ammonia and phosphoric acid are metered continuously to an agitated
atmospheric tank (pre-neutralizer) in specific mole ratios to produce a liquid product.
The liquid product, more NH3, N-boosters, and recycled product fines are fed in
specific mole ratios to a granulator to grow the fines into product granules. By
adjusting feeds mole ratios and the N-boosters, different products of MAP and DAP
can be manufactured. Granulator product is dried, cooled and screened. Screen fines
and coarse material that get ground are each recycled to the granulator. Storage is
indoors with big piles in a warehouse. Most products are shipped by barge and ship.

Only small amounts get bagged for residential use.

S40
—> S52

>4 MAP&DAP |  s57
—>

$53 ‘4>S76
——>

S55 >
—>

Figure 4.10 Block Diagram of MAP and DAP Plant
To control emissions of unreacted NH3 and fluorides and of product dust, air is
drawn through process vessels and scrubbed. By controlling H;PO, additions,
scrubber liquor pH is carefully controlled to be able to scrub both NH; and fluorides
by Equation 4-38, 4-39, and 4-40. Permit limits apply though it is not yet feasible to

measure these emissions on a continuous basis. Besides being a yield loss, emissions
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can cause NHj3-smell complaints from plant neighbors and formation of (NH4),SO3, a

white haze, if NH; meets the trace amount of SO, from sulfuric plant stacks.

H3PO4 + NH3 = NH4H2PO4 capture NH3 (4-3 8)
NH; + HF = NH4F capture HF  (4-39)
4NH; + 3SiF, + 2H,0 = 2(NH,),SiFs + SiO» capture SiF;  (4-40)

Table 4-27 Description of Process Streams in MAP and DAP Plant

Name of Streams Description
Input Streams

S40 Wet process phosphoric acid to MAP and DAP plant

S42 Ammonia to MAP and DAP plant

S53 Urea produced from urea plant as N-boosters to MAP and DAP
plant

S55 Inert materials to MAP and DAP plant

Output Streams

S52 MAP produced from MAP and DAP plant

S57 DAP produced from MAP and DAP plant

S76 Water vapor from MAP and DAP plant

B-9-2. Material Balance and Energy Balance

Using the parameters in Table 4-28 the material balance and energy balance of
MAP and DAP plant are given in Table 4-29. In Table 4-29, the overall material
balance for the whole process is given with the mixture stream expressions. For the
species material balance obtained using the reaction equations (4-36 and 4-37), the
first equation is for the P,Os balance; the second one is for the NH; balance; the third
one is for the urea (N-boosters) balance; the fourth one is for the water balance; the
last one is for the MAP balance.

In the overall energy balance, Qapg is heat input to MAP and DAP plant from

steam in the heat exchangers and dryer, and it is calculated from the energy balance.
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Qout is the heat output from reaction heat removed by cooling water in the heat
exchanger with the reactor in MAP and DAP plant based on the unit of MAP and DAP
product, 402 KJ per Ib of MAP and DAP (Brown, et al., 1985). Since the overall
energy balance is based on Equation 4-36 and 4-37, and urea as the N-booster is not in
these reactions, urea and the inert impurities are not considered in energy balance, just
the balance from the reaction equation directly is evaluated. In enthalpy functions, the
coefficients a;, a,, a3, a4, as, and b; for different species are given in Table A-1 in
Appendix A.

In the material balance part, there are 9 variables and 8 equations, so the
number of degrees of freedom is 1. For the material and energy balance, there are 21
variables and 15 equations, so the number of degrees of freedom is 6.

Table 4-28 Parameters in MAP and DAP Production, from Hertwig (2004)

Name Meaning Value
NMAP % content of N in MAP 11
P20O5MAP % content of P,Os5 in MAP 52
NDAP % content of N in DAP 18
P20O5DAP % content of P,O5 in DAP 46
RPDAP Ratio of P,Os5 to DAP 0.68
RPMAP Ratio of P,Os to MAP 0.12
UPAGTSP P,Os utilization in ammoniation 0.999
NBRDAP N-booster addition rate(urea solution) (T 100%-basis 0.01362
urea per T of DAP)
PURMAP Purity of NH4H,PO4 in MAP 0.6357
PURDAP Purity of (NH4),HPO, in DAP (contains some MAP) 0.7705

B-10. Urea Ammonium Nitrate Solution (UAN) (Hertwig, 2004; Louisiana Chemical
& Petroleum Products List, 1998)

In the chemical production complex in the lower Mississippi River corridor,

UAN is produced by the following plants (Louisiana Chemical & Petroleum Products
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Table 4-29 Constraint Equations for MAP and DAP Production

Material Balance

Overall  (F, +F, +F;, +F)—(F, +F,, +F,) =0

where
F,, = F{7o) + F{

__ =(UREA)
F53 = F53

Species P205MAP P205DAP
P,0s: Fip™ —( 00 =t 10 )70
NH31
I o (RPDAP)(NDAP) F(P09)
17.04 ¥ (RPDAP + RPMAP)(P205DAP)(14.01) *
~ (RPMAP)(NMAP) RR00) _
(RPDAP + RPMAP)(P205MAP)(14.01) ¥
UREA: F{®™ — (NBRDAP)F,, =0
o (3)18.02) o,
H,0: Fyg - (Fjp™” —WFSO =0
MAP: F, - (RPMAP)(100) FRO) g
(RPDAP + RPMAP)(P205MAP)
Energy Balance

Overall  (PURMAP)F)"? /M™PH{P + (PURDAP)ES /MPAPHAD +
F7(?20) /M(Hzo)H%IZO))—(ZFﬂ)) /M(i)Hgig _|_Fng3) /M(NH3)H$IH3>)

+ Qout (Fsz +F; )— QAPG =0
1= ons, H20
Enthalpy . N URTEN BN I TER BTV
Function Hi(T)=(a; + EazT + §a3T2 + Za4T3 + gasT4 + ?I)RT J/mol
1= H20, NH3
k =40, 42, 76
H™) = (-1278.437)(1000) +106.014(T — 298.15)J / mol
Source: Lide (1982)
HMP = ((=345.38)(1000) + 34.00(T — 298.15))4.182  J/mol k=52
Source: Lide (1982)
H"* = ((=374.50)(1000) + 45.00(T — 298.15))4.182  J/mol k=57

Source: Lide (1982)

List, 1998).

¢ CF Industries, Donaldsonville (770 thousand metric tons per year)
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e PCS Nitrogen Fertilizer LP, Geismar (1.1 million metric tons per year)
For UAN production, the capacity of 183 tons per day was used in the base case
(Hertwig, 2004).
B-10-1. Process Description
UAN is simply manufactured by mixing granular urea and ammonium nitrate

solution. The block diagram is shown in Figure 4.11 with the stream definitions in

Table 4-30.
S54
- 5 S58
S62 UAN >
—>

Figure 4.11 Block Diagram of UAN Plant

Table 4-30 Description of Process Streams in UAN Plant

Name of Streams Description
Input Streams

S54 Granular urea to UAN plant

S62 Ammonium nitrate solution to UAN plant
Output Streams

S58 UAN solution produced from UAN plant

B-10-2. Material Balance and Energy Balance

Using the parameters in Table 4-31 the material balance and energy balance of
UAN plant are given in Table 4-32. In Table 4-32, the overall material balance for the
whole process is given with the mixture stream expressions. For the species material

balance, the first equation is for the N balance; the second one is for the water balance.
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An energy balance is not required because there is no significant energy
change in this simple blending process. Hence, for the material and energy balance,
there are 7 variables and 6 equations, so the number of degrees of freedom is 1.

Table 4-31 Parameters in UAN Production, from Hertwig (2004)

Name Meaning Value

CONCAMN  AmNOs; solution strength, AmNO; weight fraction 0.30

CONCNUAN UAN solution N weight fraction (commercial spec 0.30
0.28-0.32)

Table 4-32 Constraint Equations for UAN Production

Material Balance
Overall (Fsy +F;,) —Fy =0
where
By = F§ + B
Fg, = Fé(? Yt Fé(;[ %
Species N: (w - ngm
60.07 80.06
H,0: F,"” —F*” =0

)= (CONCNUAN)F,, =0

B-11. Power Generation (Hertwig, 2004)

In the chemical production complex in the lower Mississippi River corridor,
the power generation plants are in the IMC-Argico Uncle Sam and Faustina plants
(Hertwig, 2004).

B-11-1. Process Description

A steam turbine-driven generator is used in the complex. This is driven by
steam produced from waste process heat. The steam turbine-driven power generation
plant uses waste-heat steam from the sulfuric acid plant, and there are two generators;

one is for high pressure steam (HP) and the other is for intermediate pressure steam
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(IP). Also there is a package boiler in the plant to provide needed steam not otherwise

available. The block diagram is shown in Figure 4.12 with the stream definitions in

Table 4-33.
Sbd
S300 >
Sbf > BOILER 5301 >
— > Sbhp -
Sbhpl | | Sbhp2 Sel
, Spgihp PG Spgcl S78
S175 Spghpl Spglpl R
>
Se2 _S ! 8;’
Spghp2 |, Spgiihp —>
d PG Spglp2
i 11 >
S77S (Spglp) Sng2 \

Figure 4.12 Block Diagram of Power Generation Plant

B-11-2. Material Balance and Energy Balance

Using the parameters in Table 4-34 the material balance and energy balance of
power generation plant are given in Table 4-35. In Table 4-35, the overall water
balance for the whole process is given with the expressions of mixing and splitting
streams. For the species (water) material balance, the first equation is for the low
pressure steam (LP) balance in power generator I (PGI); the second one is for the
condensed water balance in PGI; the third one is for the LP balance in power generator
II (PGII); the fourth one is for the condensed water balance in PGII; the fifth one is for

the intermediate pressure steam (IP) balance in PGII; the sixth one is for the boiler
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feed water (BFW) balance in the package boiler; the seventh one is for the high

pressure steam (HP) balance in the package boiler; the last one is for the distribution

of HP from the package boiler to PGII. Meanwhile, the material balances of methane

and CO, are also shown in Table 4-35 which gives the energy source and CO,

emissions.

Table 4-33 Description of Process Streams in Power Generation Process

Name of
Streams

Description

Input Streams
S17s

S77s

Sbf

S300

HP steam from sulfuric acid plant
IP steam from sulfuric acid plant
Water to the package boiler
Natural gas to the package boiler

Intermediate Streams

Spghpl
Spghp2
Spglpl
Spglp2
Spgip
Sbd
Spgcl
Spgc2
Spgihp
Spgiihp
Sbhp
Sbhpl
Sbhp2
Output Streams
S78
S18g
S301
Sel
Se2

One branch of S17s to power generator I (PGI)

The other branch of S17s to power generator II (PGII)
LP from PGI

LP from PGII

Branch of S77

Blow-down water from the package boiler
Condensate water from PGI

Condensate water from PGII

HP to PGI

HP to PGII

HP produced from the package boiler

One branch of HP produced from the package boiler
The other branch of HP produced from the package boiler

Water from power generation plant

LP steam from power generation plant

CO; emission from the boiler

electricity generated from turbo generator
electricity generated from IP turbo generator

In the overall energy balance, Qpg is heat output of the power plant in the form

of steam, and electricity. Part of the steam produced from power plant is used in the
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Table 4-34 Parameters in Power Generation, from Hertwig (2004)

Name Meaning Value

HPPLP Conversion coefficient from HP to LP (KPPH HP per 1.05
KPPH LP produced)

IPPLP Conversion coefficient from IP to LP (KPPH IP per 24.15
KPPH LP produced)

BDPG Blowdown based on HP product 0.08

ENNATB CH4 combustion heat (MJ per cubic meter) 37.56

ROUNATB CH; gas density (g per cubic meter) 653.921

HPNATB KIb HP produced per MBTU CHy fired 0.9

Table 4-35 Constraint Equations for Power Generation Process

Material Balance

Overall (Fy, +Fy,, +F,;)— (Fy, + Fyg) =0 (water balance)

where
an =F

pghpl

Fs;; =F

pgip
Fos = Fpglpl
Fog = Fog + Fp
F,

bhp

F

pgihp
Fpgiihp
Species  LP in PGI: F,
(Water)

+ FpghpZ

+F

pglp2

gcl + Fpch

= thpl + thpz
=F

pghpl

=F

bhp2

+ thpl
+F

pghp2

einp — (HPPLP)F . =0

Condensed water in PGI: F,, —(F g, = F,4,) =0
LP in PGII: (ﬁ Fogiinp T ﬁﬂ’gip) —Foap
= (Fpging + Fpgip = Fogip2) =0

=0

Condensed water in PGIL: F,,
IP in PGIL: F,,;, —1.15F ;=0
BFW in boiler: F; —(F,, +F,,)=0
HP in boiler: F,, —(BDPG)F,,, =0

HP from boiler to PGII: F, , =0

_ (2204.62)(1.055)(ROUNATB)
(HPNATB)(ENNATB)

giihp

giihp

Species 3

bhp

CH4Z F300
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Table 4-35 Continued

Material Balance (Continued)
Species

(CH,, 0, oo _ Faor _
CO2) ¥ 1605 4401

Energy Balance

Overall — 285830
—(—(Se; +Se,) + (————
Qp — (—(Se, )+ ( 1302
where
Sel =

(365.25)(24)(3600) ( 220462 .
9.6) (365.25)(24)(1000) ="

~ 2204.62 F )

(365.25)(24)(1000)(1.8) ™"

1E+11 J/year, from Hertwig (2004)
~ (365.25)(24)(3600) ( 220462

<2 (9.6) (365.25)(24)(1000) "=

. 2204.62 F o 1SE_05- 2204.62 o)
(365.25)(24)(1000)(1.4) "= (365.25)(24)(1000)(1.8) ="

1E+11 J/year, from Hertwig (2004)
H™(T) = ((72.558 + (0.5)(-0.66244)T + (%)(0.002562)T2 +

- Hlpp)FIS) =0

I5E-05

Enthalpy
Function

(0.25)(~4.3659E — 06)T* + (0.2)(2.7818E — 09)T* + _(‘4;886)

)(8.3145)T

—1893) +((=0.007)T? +(2.7838)T + 2292.0563)

18.02
J/g, LP has no super heat, from Meyer, et al. (1977) and McBride, et al.
(1993).

phosphoric acid plant. The other part of the steam is used in other plants which require
heat input in the base case. Electricity from the power plant is considered to be
interchangable with steam since both steam and electricity can be used to drive pumps,
compressors and other prime movers. The electrity Sel and Se2 are calculated by the

formulas in Table 4-35 provided by Hertwig (2004). In enthalpy functions, the
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coefficients a;, a,, a3, a4, as, and b; for different species are given in Table A-1 in
Appendix A.

In the material balance part, only complete water balance is given in Table 4-
35, where there are 22 variables and 19 equations, so the number of degrees of
freedom is 3. For the material and energy balance of water, there are 40 variables and
30 equations, so the number of degrees of freedom is 10.

B-12. Conventional Acetic Acid Production (Rudd, et al., 1981; Louisiana Chemical
and Petroleum Products List, 1998)

In the chemical production complex in the lower Mississippi River corridor,
acetic acid is produced by the following plants (Louisiana Chemical & Petroleum
Products List, 1998).

e Borden Chemicals and Plastics, Geismar (Not available)

e Dow Chemical, Hahnville (18 million pounds per year)
For acetic acid production, the production rate of the Dow Chemial’s Hahnville plant,
18 million pounds per year (8,160 metric tons per year), was used in the base case
(Louisiana Chemical & Petroleum Products List, 1998).
B-12-1. Process Description

A Monsanto developed low-pressure process to produce acetic acid from
methanol and CO is used in Dow Chemical’s Hahnville plant. The selectivity based on
methanol was over 99%. CO was produced from methane and CO; (Equation 4-21 and
4-32). The specific reaction for producing acetic acid was Equation (4-41). The overall
reaction was Equation (4-42) obtained from Equation (4-21), (4-32) and (4-41). The

block diagram is illustrated in Figure 4.13 with the stream definitions from Table 4-36.
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CH4 + Hzo —> CO + 3H2
CO, +H; - CO + H,O
CH;0H + CO — CH;COOH

CH4 +3CO;, +4CH3;0H — 4CH3COOH + 2H,0

S82 S84
—> — >
83
o4 | ACETICACID 425
—>

Figure 4.13 Block Diagram of Conventional Acetic Acid Plant

(4-21)
(4-32)
(4-41)

(4-42)

Table 4-36 Description of Process Streams in Conventional Acetic Acid Plant

Name of Streams Description

Input Streams

S82 CO; to conventional acetic acid plant

S83 Natural gas to conventional acetic acid plant

S424 Methanol from methanol plant to conventional acetic acid plant
Output Streams

S84 Production of acetic acid from conventional acetic acid plant
S425 Water produced from conventional acetic acid plant

B-12-2. Material Balance and Energy Balance

Using the parameters in Table 4-37, the material balance and energy balance of

conventional acetic acid plant are given in Table 4-38.

In Table 4-38, the overall material balance for the whole process is given first.

For the species material balance obtained using the reaction equations (4-21, 4-32, 4-

41 and 4-42), the first equation is for the CO; balance; the second one is for the CHy

balance; the third one is for the methanol balance; the last one is for the H,O balance.
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Table 4-37 Parameters in Conventional Acetic Acid Plant

Name Meaning Value
CO, utilization 1.0
CH4 utilization 1.0
Methanol utilization 1.0

Table 4-38 Constraint Equations for Conventional Acetic Acid Plant

Material Balance
Overall F,, +F; +F,, —F, —F,; =0
Species COs: 1 F, - 1 F, =
(44.01)(3) (60.06)(4)
1 1
: F; — Ky =
16.05 (60.06)(4)
Methanol: 1 Fpy = 1 Fyy =
(32.05)(4) (60.06)(4)
(2)(18.02)

H,0: —F,, + 8T g
2 5 760.06)(4)

Hy

Energy Balance

Overall (Fg(:ceticacid) /M(aceticacid)ngceticacid) + F‘g—ISZO) /M(HZO)H(HZ())) _ (FS(ZCOZ)

/M(COZ)HgSOZ) +F8(3CH4) /M(CH4)H;§H4) +F‘§§4H3OH) /M(CH3OH)HE§?3OH))
(aceticacid) _
+QoutF84 _QAA - 0

Enthal , . 4 . ‘ ‘ b
o H, (T) =(a, +%a'2T+%a‘3T2 +ia;T3 +%a'5T4 +?‘)RT J/mol

Function
i=CO,, CH4, H,0; k = 82, 83, 425
HMOW (T) = (-238.54)(1000) + (79.225)(T — 298.15) J/mol k=424
Source: Felder and Roussleu (1986).
H (%D (T) = ((=115.8)(1000) + (29.7)(T — 298.15))(4.185) J/mol
k=425
Source: Lide (1982).

In the overall energy balance, Qaa is heat input of the acetic acid plant in the
form of steam in the heat exchanger and acetic acid separation units, which is
calculated from the energy balance. Qy is the heat output removed by cooling water

in the heat exchanger and condensers in acetic acid plant based on the unit of acetic
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acid product, 15 MJ per Ib of acetic acid (Rudd, et al., 1981). In enthalpy functions,
the coefficients a,, a,, a3, a4, as, and b, for different species are given in Table A-1 in
Appendix A.

In the material balance part, there are 5 variables and 5 equations including the
dependent overall mass balance, so the number of degrees of freedom is 1. For the
material and energy balance, there are 16 variables and 11 equations including the
dependent overall mass balance, so the number of degrees of freedom is 6.

B-13. Ethylbenzene (EB) Produced from Benzene and Ethylene (Louisiana Chemical
& Petrochemical Products List, 1998; Pellegrino, 2000; Speight, 2002; Brown, et al.,
1985)

In the lower Mississippi River corridor, ethylbenzene is produced by the plants
as follow (Louisiana Chemical & Petroleum Products List, 1998).

e Chevron Chemical Company, St. James (1.9 billion pounds per year)

e Cos-mar Company, Carville (2.2 billion pounds per year)

e Deltech Corporation, Baton Rouge (700 million pounds per year)

For ethylbenzne production, the production rate of ethylbenzene in St. James plant of
Chevron Chemical Company, 1.9 billion pounds per year (862,000 metric tons per
year), was used in the base case (Louisiana Chemical & Petrochemical Products List,
1998).

B-13-1. Process Description

Since 1980, EB has been produced using zeolite catalysts in a liquid phase
operation (Equation 4-43) (Pellegrino, 2000). Ethylene and benzene are fed into a

liquid-filled alkylation reactor that contains fixed beds of zeolite catalyst. The reaction
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needs excess benzene, in ratios of about 1:0.6 benzene to ethylene. The recyclable

alkylbenzenes and other by-products can be recycled to produce additional EB. A

product with purity as high as 99.95 to 99.99% can be achieved. Since nearly all the

EB produced (99%) is used to produce styrene, this process is usually integrated with

styrene production, which is very energy-intensive. The block diagram of direct

oxidation of ethylene process is in Figure 4.14 with the stream description in Table 4-

39.

C.H, +CH, =CH, - C,H,CH,CH, (4-43)

S1067
—>

S1074
—>

S1068
—>

ETHYL-
BENZENE

S1069

Figure 4.14 Block Diagram of Ethylbenzene Process

Speight (2002) reported that the overall yield of EB is 98% with the elaborate

separations required, including washing with caustic and water and three distillation

column, i.e. benzene column (benzene recycle), EB column and polyethylbenzene

column (to transalkylator).

Table 4-39 Description of the Streams in the Ethylbenzene Process

Stream Name Stream Description

Input Streams

S1067 Benzene to Ethylbenzene process
S1068 Ethylene to Ethylbenzene process
S1074 Benzene recycled from Styrene process

Output Streams

S1069 EB produced from Ethylbenzene process
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B-13-2. Material Balance and Energy Balance

Using the parameters in Table 4-40, the material balance and energy balance of
ethylbenzene process are given in Table 4-41.

In Table 4-41, the overall material balance for the whole process is given first.
For the species material balance obtained using the reaction equation (4-43), the first
equation is for the C,Hy4 balance; and the second one is for the benzene balance.

Table 4-40 Parameters in EB Production

Name  Meaning Value
Ethylene benzene yield in EG plant 100%
Ethylene and benzene conversions 100%

Table 4-41 Constraint Equations for EB Production

Material Balance
Overall (F1067 + F1074 + F]O()S) - F1069 =0

Species Hy — Foes

F1069 —
mw(C,H,) mw(EB)

(F1067 + F1074) + F1069

Benzene: — -
mw(benzene) mw(EB)
Energy Balance
(EB) (EB)17(EB) (BENZENE) (BENZENE) 11 (BENZENE)
Overall F1069 /M H1069 - (F1067 /M H1067

(BENZENE) (BENZENE) 1 1 (BENZENE) (C,Hy) (C,H,)17(CoHy)
+F1074 /M H1074 +F106§; M H10628 ) )

(EB) _
+ Qo Floge —Qps =0

Enthal , A ‘ A ‘ ‘ i
o H, (T) = (a, +%a‘2T+%a‘3T2 +iaLT3 +%a‘5T4 +%)RT J/mol

Function
1 = BENZENE, C,H,4
k=1067,1068, 1074

H}ﬁfg =-12300+185.572(T - 298.15) J/mol

Source: Lide (1990) and NIST (National Institute of Standards and
Technology) (2002)
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In the overall energy balance, Qgp is heat input of the ethylbenzene process in
the form of steam in the heat exchanger and separation distillation column reboilers,
which is calculated from the energy balance. Qo is the heat output removed by
cooling water in the heat exchanger and separation distillation column condensers in
the ethlbenzene process based on the unit of ethylbenzene product, 96 KJ per 1b of
ethylbenzene (Brown, et al., 1985). In enthalpy functions, the coefficients a;, a,, a3, as,
as, and b for different species are given in Table A-1 in Appendix A.

In the material balance part, there are 4 variables and 3 equations including
one dependent one (overall material balance), so the number of degrees of freedom is
2. For the material and energy balance, there are 13 variables and 8 equations
including one dependent one (overall material balance), so the number of degrees of
freedom is 6.

B-14. Styrene from Catalytic Dehydrogenation of Ethylbenzene (Conventional
Styrene Process) (Louisiana Chemical & Petrochemical Products List, 1998;
Pellegrino, 2000; Wells, 1999; Brown, et al., 1985)

In the lower Mississippi River corridor, styrene is produced by the plants as
follow (Louisiana Chemical & Petroleum Products List, 1998).

e Chevron Chemical Company, St. James (1.7 billion pounds per year)

e Cos-mar Company, Carville (2 billion pounds per year)

e Deltech Corporation, Baton Rouge (800 million pounds per year)

For styrene production, the production rate of Chevron Chemical Company in St.
James plant, 1.7 billion pounds per year (771,000 metric tons per year), was used in

the base case (Louisiana Chemical & Petroleum Products List, 1998).
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B-14-1. Process Description

Styrene is widely used in copolymers as well as in homopolymers and rubber-
modified styrene polymers. The major process for styrene manufacture involves a
Friedel-Crafts reaction between benzene and ethylene to form EB. Styrene and
hydrogen can be produced from dehydrogenation to styrene in the presence of steam
and a catalyst (Equation 4-44).

Most of the styrene produced in the US is made by dehydrogenation of EB
(Equation 4-44) (Pellegrino, 2000). The by-products are minor amounts of tar, toluene,
and benzene (Equation 4-45, 4-46 and 4-47). Benzene, toluene and unreacted EB are
recycled; tar residues are used as fuel. Conversion of EB can be as high as 80-90%.
The catalysts are various metal oxides, such as zinc, iron, or magnesium oxides coated
on activated carbon, alumina, or bauxite. The reaction temperature is 649°C and
under vacuum. The yield of styrene is 90% (Wells, 1999).

The block diagram of conventional styrene process is in Figure 4.15 with the

stream description in Table 4-42.

$1072
—>
1073
—>
$1071 1074
_ >%7 ) STYRENE | PR
1075
—>
1076
—>

Figure 4.15 Block Diagram of Conventional Styrene Process
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, \ + H—H
hydrogen

ethylbenzene

e +
ethylene

styrene

ethylbenzene benzene

carbon hydrogen
ethylbenzene
\ + 2H—H —— +
hydrogen m
styrene toluene

— 8C + 5 H—H

CH,
ethane

Table 4-42 Description of the Streams in Conventional Styrene Process

(4-44)

(4-45)

(4-46)

(4-47)

Stream Name

Stream Description

Input Streams
S1071

Output Streams
S1072

S1073

S1074

S1075

S1076

Ethylbenzene to conventional styrene plant

Styrene produced from conventional styrene plant
Fuel gas produced from conventional styrene plant
Benzene produced from conventional styrene plant
Toluene produced from conventional styrene plant
Carbon produced from conventional styrene plant

B-14-2. Material Balance and Energy Balance

Using the parameters in Table 4-43, the material and energy balances of

conventional styrene process are given in Table 4-44.
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In Table 4-44, the overall material balance for the whole process is given with
the mixture stream expression. For the species material balance obtained using the
reaction equations (4-44, 4-45, 4-46 and 4-47), the first equation is for the styrene
balance; and the second one is for the benzene balance; the third one is for the toluene
balance; the fourth one is for the carbon balance; the fifth one is for the H, balance;
the sixth one is for the C,H4 balance; the last one is for the CH,4 balance.

In the overall energy balance, Qsry is heat input of the conventional styrene
process in the form of steam to supply enough heat for the endothermic reaction and
for the product separation, which is calculated from the energy balance. Qo is the heat
output removed by cooling water in heat exchanger and condensers in the
conventional styrene process based on the unit of styrene product, 1.4 MJ per 1b of
styrene (Brown, et al., 1985). In enthalpy functions, the coefficients a;, a,, a3, as, as,
and b, for different species are given in Table A-1 in Appendix A.

In the material balance part, there are 9 variables and 9 equations including one
dependent one (overall material balance), so the number of degrees of freedom is 1.
For the material and energy balances, there are 24 variables and 18 equations
including one dependent one (overall material balance), so the number of degrees of
freedom is 7.

Table 4-43 Parameters in Conventional Styrene Process

Name  Meaning Value
SSTS Selectivity of EB to styrene in conventional styrene process 0.90
SSTB Selectivity of EB to benzene in conventional styrene process 0.08
SSTC Selectivity of EB to carbon in conventional styrene process 0.02
SSCTT Conversion of styrene to toluene in conventional styrene process  0.01
Conversion of EB in conventional styrene process 100%
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Table 4-44 Constraint Equations for Conventional Styrene Process

Material Balance

Overall Fio = (Bl + Fross + Fropy + Fiops + Figpe) = 0
where
Fion = Fl((gg) + F1(0C723H4) + F1(0C7P3[4)
Fo Fig7y xSSTS x (1-SSCTT)
mw(styrene) - mw(EB) -
Fio7a SSTB
mw (benzene) oo mw(EB) -
F 75 B SSTSxSSCTT 0
mw (toluene) o7 mw(EB)
: Fis  Fign XSSTC %
mw(C) mw(EB)
y Fop . SSTS - SSTCx5  2F; _
mw(H,) mw(EB) mw(EB) mw(toluene)

(CoHy)
Fios _ Fion

" mw(C,H,) mw(benzene) -

(CHy)
F1073 ) _ F1075

* mw(CH,) mw(toluene) -

Species
P 0

Styrene:

Benzene:

Toluene:

Energy Balance
(STYRENE) (STYRENE) 171 (STYRENE) (i) (O)a (0]
Overall (Fo, /M Hi, + Z Flo7; /MW H >,

(BENZENE) (BENZENE) 1 1 (BENZENE) (TOLUENE) (TOLUENE) 1 7 (TOLUENE)
+ F1074 M H1074 + F1075 M H1075

+ Fige / M Hig0) = Figp / MEPHIE + Qq Fign ™™ = Qgry =0
1=H,, CHy, CoHy
Enthal . . . . . . b!
Funcﬁﬁz H, (T) = (a, +%a‘2T +%a‘3T2 +ia;T3 +%a‘5T4 +?‘)RT J/mol
1= Hz, CH4, C2H4, BENZENE, C
k=1073, 1074, 1076
H{P =-12300 +185.572(T — 298.15) J/mol

Source: Lide (1990) and NIST (2002)
HSRNE = 103400 +183.2(T —298.15) J/mol

1072

Source: NIST (2002)
H(TOFENE) = 12000 +157.09(T — 298.15) J/mol

1075

Source: NIST (2002)
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B-15. Relations of Chemical Plants in the Base Case

The streams not defined in the above plant models are described in Table 4-45.

The stream splits and mixing points for mass balance in the base case of chemical

production complex are given in Table 4-46, and for temperatures and pressures in the

energy balance are given in Table 4-47.

Table 4-45 Description of Process Streams in the Base Case

Name of Streams  Description

S5 Total air input to the base case

S6 Total natural gas input to the base case

Sapply Steam available for the base case

S30 NHj; from NHj3 plant to ammonium nitrate plant and for sale
S43 NH; for sale

SCDEM Total impure CO; emissions from the base case

S59 Urea for sale

S423 Methanol for sale

Table 4-46 Stream Splits and Mixing Points for Mass Balance in the Base Case

Relationship

Description

F, +F, =F,

Sulfur from Frasch mines/wells and Claus recovery to
sulfuric acid plant

F,=F +FK +F

Air to sulfuric acid, nitric acid and ammonia plant

F6 = FIO +F11 +F300 +F83

Natural gas to ammonia, methanol, power plant and acetic
acid plant

F16 +F18

=F, +F; +Fyx+ Fapply

LP steam from sulfuric acid and power plant to
phosphoric acid, urea and other plants as heat input

F19 = F29 + F30 + F31 + F42

Ammonia from ammonia plant to nitric acid, ammonium
nitrate, ammonium phosphate, urea plant and for sale

on = F32 + F33 + F64 + F82

CO; from ammonia plant to urea, methanol, acetic acid
plant and emission to atmosphere

Fy, =F; +F,

Ammonia to ammonium phosphate plant and for sale

F, =F, +F

Urea from urea plant to UAN plant and for sale

Fy =F +F, +E,,

Phosphoric acid from phosphoric acid plant to GTSP,
ammonium phosphate plant and for sale

E 41 = F423 +Fp,

Methanol from methanol plant to acetic acid plant and for
sale
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Table 4-46 Continued

Relationship

Description

F1069 = F1070 + F1071

Ethylbenzene from ethylbenzene plant to styrene plant
and for sale

FCDEM = F301 + F801

(CO,) (CO,) (CO,)
+ R+ Fs T+

Impure CO; emissions from power plant, urea, nitric acid,
sulfuric acid and methanol plants

Table 4-47 Stream Temperatures and Pressures for Energy Balance in the Base Case

Relationship Description

Tlp = Ts24 LP from sulfuric acid plant (S16s) and LP to phosphoric acid
plant (S24s) have same temperature.

Tlp = Tlpp LP from sulfuric acid plant (S16g) and LP from power plant
(S185) have same temperature.

TO2b =TO2a Air to nitric acid plant (S8) and air to ammonia plant (S9)

have same temperature.

TNH3a = TNH3b

NH; from NH; plant (S19) and NH3 to nitric acid plant (S29)
have same temperature.

TNH3a = TNH3i

NH; from NHj3 plant (S19) and NH; to urea plant (S31) have
same temperature.

TNH3a = TNH3k

NH; from NH; plant (S19) and NH; to MAP and DAP plant
(S42) have same temperature.

TNH3a = TNH3j

NH; from NH; plant (S19) and NH; to ammonium nitrate
plant (S29) have same temperature.

TCO2c =TCO2i

CO; from NHj plant (S20) and CO; to urea plant (S32) have
same temperature.

TCO2c =TCO2h

CO; from NH; plant (S20) and CO; to methanol plant (S33)
have same temperature.

Taq=Ta

Nitric acid from nitric acid plant (S45) and nitric acid to
ammonium nitrate plant (S45) have same temperature.

TCH4a = TCH4h

CH4 to NHj plant (S10) and CH4 to methanol plant (S11)
have same temperature.

Thp39 = Thp40

Phosphoric acid to GTSP plant (S39) and phosphoric acid to
MAP and DAP plant (S40) have same temperature.

TCO2c¢ = Ts82 CO; from NHj plant (S20) and CO, to acetic acid plant (S82)
have same temperature.

TCH4a = Ts83 CH,4 to NHj; plant (S10) and CH4 to acetic acid plant (S83)
have same temperature.

Tmet = Ts424 Methanol from methanol plant (S47) and methanol to acetic
acid plant (S424) have same temperature.

T(‘1069’) = Ethylbenzene from ethylbenzene plant (S1069) and

T(‘1071°) ethylbenzene to styrene plant (S1071) have same temperature.
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C. New Processes Added in Chemical Production Complex - Superstructure

New chemical processes are incorporated into the chemical production
complex (base case) in the lower Mississippi River corridor. This gives a
superstructure of existing and new plants in the chemical production complex. This
superstructure is used to select the optimum configuration of existing and new plants
that maximize the triple bottom line. These new processes include ones using carbon
dioxide that is now being vented to the atmosphere and alternate processes that have
advantages over existing ones.

C-1. Electric Furnace Phosphoric Acid (Austin, 1984)

The capacity of this process is set as the same as the wet process for
phosphoric acid production, 3833 TPD. This process can produce food grade
phosphoric acid, and the wastes are CaSiO3 and CO..

C-1-1. Process Description

This method uses phosphate rock, sand and coke to produce phosphoric acid as
shown in the block diagram in Figure 4.16 with the description of streams shown in
Table 4-48. This process produces high purity phosphoric acid which is used in food
grade applications. The reaction can be expressed as:

CaF, -3Ca, (PO, ), +9Si0, +15C = CaF, + 6P +15CO +9CaSiO,  (4-48)
4P +50, = 2P,05 (4-49)
P205 + 3H20 = 2H3PO4 (4-50)

or, more simply expressed,

Ca3(PO4)2 +3SlOz +5C+502 +3H20 = 3C8.SIO3 +2H3PO4 +5C02 (4-51)

212



The phosphate rock was first ground and sized and mixed with sand and coke. Then
the mixture is sintered and introduced into the electric furnace. After the mixture is
heated and reduced at an elevated temperature, phosphorous vapor is condensed, and
CO is drawn off. Then in a separate step the phosphorus is burned in air and hydrated

to become phosphoric acid solution.

S111

— BT
S165 ELECTRIC | SIS
W FURNACE | S166
S201 ‘ﬂ,
— > S203
—>

Figure 4.16 Block Diagram of Electric Furnace Process

Table 4-48 Description of Electric Furnace Process (EFP) Streams

Name of Streams Description
Input Streams

S109 Ore to EFP

S110 Sand to EFP

S165 C needed in EFP

S200 Air needed for EFP

S201 H,O needed for EFP

Output Streams

S111 Production of CaSiO; from EFP
S112 Production of H3PO4 from EFP
S151 Vent gas from EFP

S166 CO; produced from C in EFP
S202 CaF; produced from EFP

S203 Inert impurity in the ore separated in EFP
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C-1-2. Material Balance and Energy Balance
The parameters in the electronic furnace process are shown in Table 4-49 and
the constraint equations for the material and energy balances are given in Table 4-50.

Table 4-49 Parameters in Electric Furnace Process, from Austin (1984)

Name Meaning Value
CONCPEF  P,0sconcentration produced from EFP 0.6156
CONCPOR  P,0s concentration in the rock (weight fraction) 0.365

Table 4-50 Constraint Equations for Electric Furnace Process

Material Balance
Overau (F109 + FllO + F165 + F200 + FZOl) - (F112 + F111 + F166 + F151 + F202 + F203) = O
where F,,, = F[2°9 + F}"
Fs = F1(51\:2) + F1(5C102) + Fl(SAlr)
R
Species  P,0s: (CONCPOR)F,,, —F[2°” =0

44.01
COy: TOI 16s — Fiee =0
sio, - CONCPOR o 1 -
141.94 (60.09)(3)
JCONCPOR . 1 . _
Co14194 ' (3)az2.0p '@
aSiO; : ;FHO —;F111 =
(60.09)(3) (3)(116.17)
~ CONCPOR 1 o

2.

F. — =
14194 ' (5)32)
N2 By’ —Fii =0

Ar: B30 —F& =0

Vent COy: F{” —F5 =0

H,0: F,,, —E2” =0

CaF, . (CONCPOR)(78.08) B0
(3)(141.94)
tmpurity : (1 (CONCPOR)GI0.18) | 78.08 DE. —Fyy =0
141.94 (3)(310.18)
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Table 4-50 Continued

Energy Balance
Overall  (zF() /MPHY), + ZEY) /MYHY), +F,i /M2 H
+F202 /M(Can)H(Can) +F111 /M(CaSiO3)H(CaSiO3))
—(CONCPOR /141.94/3F > H®O™ + F, |,/ MEOH (P
+ F165 /M(C)H(C) + z:Fz((l)(o) /M(k)H(zl(()g) + onl /M(HZO)H(HZO))"‘ F1(1P2205)Q

= Q=0
where 1 = P205, H20;j = Nz, AI‘, COz; k= Nz, AI’, COz, 02

out

Enthalpy

i o1 1 . 1 . 1 . bi
Function Hi(T) =(a, "'EalzT*‘galaTz "‘ZaZTS +§315T4 +?1)RT J/mol

i =H,0, Ny, Ar, CO,, O3, SiO,, C
k=110, 112, 151, 165, 166, 200, 201
H"%) = (~1278.437)(1000) +106.014(T — 298.15)J / mol
Source: Lide (1982)
H %9 (T) = —1584000 + 93(T —298.15)J / mol
Source: Felder and Roussleu (1986)
H ) (T) = ((-291.5)(1000) + 16.02(T — 298.15))(4.182)J / mol
Source: Lide (1982)
H®O®)(T) = (((-291.5)(1000) + (3)(—984.9)(1000)) + (16.02 + (3)(54.45))
(T —298.15))(4.182)  J/mol
Source: Lide (1982)

In Table 4-50, the overall material balance for the whole process is given with
the mixture stream expressions. For the species material balance obtained using the
reaction equations (4-48, 4-49, 4-50 and 4-51), the first equation is for the P,Os
balance; the second one is for the CO, generated from C balance; the third one is for
the sand (SiO;) balance; the fourth one is for the C balance; the fifth one is for the
CaSi0; balance; the sixth one is for the oxygen balance; the seventh one is for the
nitrogen balance; the eighth one is for the argon balance; the ninth one is for the

carbon dioxide balance from the air input and output part; the tenth one is for the
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water balance; the eleventh one is for the CaF, balance, which is assumed to be inert
in the whole process; the last one is for the impurity balance in the phosphate ore,
which is assume as an inert in the whole process.

In the overall energy balance, Qgr is the heat input for the electric furnace
process in the form of steam and electrictiy, which is calculated from the energy
balance. Qo is the heat output removed by cooling water in heat exchangers in the
electric furnace based on unit product output, i.e. 10.2 MJ per 1b of P,Os (Austin,
1984). In enthalpy functions, the coefficients a;, a,, a3, a4, as, and b; for different
species are given in Table A-1 in Appendix A.

In the material balance part, there are 20 variables and 20 equations including
one dependent equation (overall material balance), so the number of degrees of
freedom is 1. For the material and energy balance, there are 47 variables and 37
equations including the dependent overall material balance, so the number of degrees
of freedom is 11.

C-2. HCI Digestion (Haifa Process) to Produce Phosphoric Acid (Slack, 1968; Baniel,
et al., 1962; Baniel and Blumberg, 1959; Austin, 1984)

The capacity of Haifa process is set as the same as the wet process for
phosphoric acid production, 3,833 TPD. This process use hydrochloric acid instead of
sulfuric acid. The calcium chloride is soluble in phosphoric acid rather than
precipitating as calcium sulfate (gypsum) does.

C-2-1. Process Description
The Israel Mining Industries (IMI) first developed the hydrochloric acid

process for phosphoric acid production and has operated a demonstration plant in
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Haifa since 1962 (Slack, 1968). This process has the advantage of using waste or by-
product hydrochloric acid, where its disposal is often mandatory for expansion of the
parent industry and for which sometimes it is very hard to find an outlet (Baniel, et al.,
1962; Baniel and Blumberg, 1959).

Although the digestion of phosphate rock with hydrochloric acid produces
phosphoric acid, the product acid includes the soluble byproducts, represented by
calcium chloride, fluorine compounds and other impurities. The success of the process
is determined by the ease that phosphoric acid can be separated from the highly
soluble calcium chloride (Baniel, et al., 1962). Following the separation of solid
impurities, the solution is contacted with butyl alcohol or isoamyl alcohol to
selectively extract the phosphoric acid and hydrochloric acid, and leave the calcium
chloride in the water layer, which is calcium chloride brine treated as a waste. Then,
the acids enter the aqueous phase upon contact with demineralized water and separate
as a solution of P,Os and HCI. The mixture is then concentrated to phosphoric acid,
and HCI in the exhaust vapor from the concentrator is recycled to the system (Slack,
1968). If the phosphate contains fluoride, hydrogen fluoride is either removed from
the acid aqueous decomposition mixture prior to the solvent extraction, or extracted
into the solvent together with the excess HCl and accompanies the latter when it is
being separated from the phosphoric acid (Baniel and Blumberg, 1959).

The main reaction is as Equation 4-52. The block diagram is in Figure 4.17
with stream descriptions from Table 4-51.

CaF,-3Cas(POy), + 20HCI = 10CaCl, + 6H;PO,+ 2HF (4-52)
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S&7
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S88

—

S152

—

S164

—

S205

—

Figure 4.17 Block Diagram of Haifa Process

Table 4-51 Description of Haifa Process Streams

Name of Streams

Description

Input Streams

S8&5
S86

Output Streams

S87
S&8
S152
S164
S205

Phosphate rock to Haifa process
HCI solution to Haifa process

Product H;PO4 from Haifa process
Production of CaCl, in Haifa process
Production of inert impurities from Haifa process
Production of HF from Haifa process
Production of water from Haifa process

C-2-2. Material Balance and Energy Balance

The parameters used in the material and energy balance of the Haifa Process

are shown in Table 4-52 and the constraint equations are given in Table 4-53.

Table 4-52 Parameters in Haifa Proces, from Slack (1968) and Austin (1984)

Name Value

CONCPHCL  P,Os concentration produced from Haifa process 0.54

CONCHCL HCI concentration(weight fraction) to Haifa process 0.34
Overall HCI conversion in Haifa process 1
CaF,-3Ca3(PO4), concentration in Haifa process 0.88

In Table 4-53, the overall material balance for the whole process is given with

the mixture stream expressions. For the species material balance obtained using the
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Table 4-53 Constraint Equations for Haifa Process

Material Balance

Overall (Fgs + Fyo) = (Fy; + Fyg + Figy +Fgy +Fy5) =0
where F,, = F{'“" + F "

_ R(P.05) |, R(1,0)
F87 _F872 ’ +F872

Species cl- 6 meny 2 FR09 _
(20)(36.46) *°  141.94 "
CaCly: ;FS(ECD —;Fss =
(20)(36.46) (10)(110.98)
F: ! Fye — 1 Fe =
(10)(110.98) (2)(20.01)
205: 0.88 FSS _ 2 Fg(;’zos) — O
1008.62 (141.94)(6)
2 o (3)(18.02) o,
Hy0: Fg™ = (Fyps + g™ =270 Fy *)=0

Energy Balance

Overall (L /MR + FE) /MOCHE 4 SR /MUY
+ Fgs / MUOH) = (B /MUTVHE + Figh? /MU Hg
+0.88F,, / M®OOHEM ) Q=0

Where 1= H20, P205
Enthalpy

» o1 1 . 1 . 1 . b!
Function Hi(T) =(a, +§a'2T+§a‘3T2 "‘Zaith +§315T4 +?1)RT J/mol

1= Hzo, CaClz, HF
k = 86, 87, 88, 164, 205
H"%) = (-1278.437)(1000) +106.014(T —298.15)J / mol

Source: Lide (1982)
H®(T) = (((291.5)(1000) + (3)(=984.9)(1000)) + (16.02 + (3)(54.45))

(T —298.15))(4.182) J/mol
Source: Lide (1982)

H®" = (-98.34)(1000) + 73.993(T —298.15) + %(—12946E -01)
(T? —298.15%) +%(—7.8980E —05)(T? —298.15°) + %(2.6409E —06)

(T* -298.15%)
Source: Yaws (1999)
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reaction equations (4-52), the first equation is for the HCI balance; the second one is
for the CaCl, balance; the third one is for the HF balance; the fourth one is for the
P,0O5 balance; the last one is for the H,O balance.

In the overall energy balance, Qcp is the heat input for Haifa process in the
form of steam in the heat exchanger, which is calculated from the energy balance. In
enthalpy functions, the coefficients a;, a,, a3, as4, as, and b; for different species are
given in Table A-1 in Appendix A.

In the material balance part, there are 11 variables and 10 equations, so the
number of degrees of freedom is 1. For the material and energy balance, there are 26
variables and 19 equations, so the number of degrees of freedom is 7.

C-3. Gypsum Reuse - Sulfur and Sulfur Dioxide Recovery (Paisley, 2000; Kosyl’kov
and Rogachev, 1983; Campbell and Fisher, 1971)

The gypsum produced from wet process for phosphoric acid production can be
reused to recover sulfur and sulfur dioxide. There are two processes, one is sulfur
dioxide recovery; and the other is sulfur and sulfur dioxide recovery. Neither process
is commercialized now because of sulfur from other sources and process energy
requirements. These two processes are incorporated in the chemical complex, and they
may become important in the future.

C-3-1. Sulfur Dioxide Recovery from Gypsum (Paisley, 2000; Kosyl’kov and
Rogachev, 1983)

The capacity of this process was set to be 1,970,000 metric tons per year of
SO,, which is based on the consuming all of gypsum produced from the wet process

for phosphoric acid.
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C-3-1-1. Process Description

Crushed waste gypsum is dried and dehydrated to anhydride in a dryer or
calciner (Equation 4-53). Then the anhydride is reduced to CaS by means of a
reducing agent such as a medium BTU wood gas whose composition is in Table 4-54.
The reactions of CO, H, and CHy4 are shown in Equation 4-54, 4-55 and 4-56. The
preferred temperature for reducing the calcium sulfate is about 1,500°Fto about
1,600 °F . CH4 conversion is 56%.

After separating CaS from the gaseous by-products of the reactions, CaS is
oxidized with air to produce calcium oxide and sulfur dioxide that is the feed to the
sulfuric acid plant (Equation 4-57) (Paisley, 2000). The block diagram is Figure 4.18

with stream description in Table 4-55.

CaSO, -2H,0 — CaSO, +2H,0 Dehydration (4-53)
CaSO, +4C0O — CaS+4CO, Reduction  (4-54)
CaSO, +4H, —» CaS+4H,0 Reduction (4-55)
CaSO, +CH, —» CaS+CO, +2H,0 Reduction (4-56)
CaS+0, +CaSO, — 2Ca0O + 280, Oxidation (4-57)
S403
S400 L 5
3401 > S404
—>
W SO, RECOVERY 405
—>
> S406
—>

Figure 4.18 Block Diagram of SO, Recovery Plant
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Table 4-54 Parameters in Sulfur Dioxide Recovery from Gypsum, from Paisley (2000)

Parameters

CHj4 conversion 0.56

CO conversion 1

H; conversion 1

Wood gas composition (Volume %)
H, 17.76
CcO 50.09
CO, 9.88
CH4 16.76
C,Hg 5.51

Table 4-55 Description of Process Streams in SO, Recovery Plant

Name of Streams  Description
Input Streams

S400 Gypsum to sulfur dioxide recovery plant

S401 Wood gas to sulfur dioxide recovery plant

S402 Air to sulfur dioxide recovery plant

Output Streams

S403 Vent gas from sulfur dioxide recovery plant

S404 Cao produced from sulfur dioxide recovery plant
S405 SO, produced from sulfur dioxide recovery plant
S406 Water produced from sulfur dioxide recovery plant

C-3-1-2. Material Balance and Energy Balance

Using the parameters in Table 4-54 the material balance and energy balance of
the SO, recovery plant are given in Table 4-56.

In Table 4-56, the overall material balance for the whole process is given with
the mixture stream expressions. For the species material balance obtained using the
reaction equations (4-53, 4-54, 4-55, 4-56 and 4-57), the first equation is for the
crystal water balance from the gypsum; the second one is for the water balance
produced from the reactions; the third one is for the gypsum balance; the fourth one is

for the CaO balance; the fifth one is for the SO, balance; the sixth one is for the O,
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balance; the seventh one is for CH4 balance; the eighth one is for the Ar balance; the
ninth one is for CO; balance; the tenth one is for the N; balance; the last one is for the
C,Hg balance.

Table 4-56 Constraint Equations for Sulfur Dioxide Recovery from Gypsum

Material Balance
Overall (Fio0 + Fior + Fago) = (Fyo3 + Fyoy + Fyos +Fyp6) =0
where Fy,, = Fyi?’ + Fio” + FigP? + Fi™ + Fgte

Figs =Fios’ + Figy +Figy ™) +Figy™ + Fig™ + Fig”

1 (2)(18.02)
172.18
02 DER i gt - py o
1 0.5 1 (CO) 1 (Hy)

F,, — F,, —(———— PR —
Gypsum: 172.18 **  56.08 ** ((28.01)(4) O (2.02)4) M

0.56
+ 22 Ry _
16.05 * )

1 1
: F,,— F,, =
56.08 ** 172.18

1 1

: F, —
172.08 *°  64.06

1 0.5
O 3—2Fi<?22) “Se08 T 0

CHa: (1-0.56)F;;" —Fyi' =0
Ar: FQY —Fa) =0
44.01 0.56)(44.01
e i+ Q2D
28.01 16.05
Na: Fyo?) —Fi) =0
CoHg: Fii™ —Fyii™ =0
Energy Balance
Overall (S /MVH, + /M VHG? 4 Fyge /MO HER?

+ Fyg / MOETHE) - (F,py / MOPHGT + ZF0 /MUHY),
+ z:Fc:(oz /M(k)Hi](())z) +QouFapo —Qsr =0

Species H,0-

400 ~ Faoe =0

CaO

0, F405 =

. (CO,) (COy) (COz)y _
COs: F403 ? _( +F402 ’ +F401 ’ )_0
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Table 4-56 Continued

Energy Balance (Continued)
Overall 1= COz, Nz, AI‘, HQO, CH4, C2H6;j = COz, CH4, C2H6, Hz, CO,
k= COz, Nz, AI‘, 02

Enthalpy . R URTENS RO I TER BTV

Function  Hi (D) =(a, +§a2T +§a3T2 +Za4T3 +§a5T4 +?1)RT J/mol
i= COz, Nz, AI‘, HQO, CH4, C2H6, Hz, CO, 02, CaO, SOQ,
k=401, 402, 403, 404, 405, 406

Hf{GYP )(T) = ((—483.42)(1000) + (44.46)(T —298.15))(4.182) J/mol

k=400

Source: Lide (1982).

In the overall energy balance, Qsg is heat input of the SO, recovery from
gypsum plant in the form of steam in heat exchanger, heater and dryer, which is
calculated from the energy balance. Q. is heat output removed by cooling water in
heat exchanger and condenser in the SO, recovery from gypsum plant based on the
unit of gypsum feedstock, 2.2 MJ per Ib of gypsum (Kosyl’kov and Rogachev, 1983).
In enthalpy functions, the coefficients a;, a,, as, a4, as, and b; for different species are
given in Table A-1 in Appendix A.

In the material balance part, there are 22 variables and 22 equations including
the dependent overall mass balance, so the number of degrees of freedom is 1. For the
material and energy balance, there are 49 variables and 42 equations including the
dependent overall mass balance, so the number of degrees of freedom is 8.

C-3-2. Sulfur and Sulfur Dioxide Recovery from Gypsum (Campbell and Fisher,
1971; Kosyl’kov and Rogachev, 1983)

The capacity of this process was set to be 988,000 metric tons per year of S,
which is based on the consuming all of gypsum produced from the wet process for

phosphoric acid.
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C-3-2-1. Process Description
Crushed gypsum, having particle sizes within the approximately range of 0.25-
1.50 inch, is first dehydrated by heating (Equation 4-58) (Campbell and Fisher, 1971).
CaSO, -2H,0 —» CaSO, +2H,0 (4-58)
Secondly, the dehydrated calcium sulfate is reacted with the reducing gas (Equation 4-

59, 4-60, 4-61 and 4-62).

CaSO, +4CO —> CaS +4CO, (4-59)
CaSO, +4H, — CaS+4H,0 (4-60)
CaSO, +H, — CaO + 80, + H,0 (4-61)
CaSO, +CO — CaO + S0, +CO, (4-62)

Then the gas product contains SO,, CO, and H,O. The SO, is separated and becomes
the feed to sulfuric acid plant. The reactor product CaO and CaS are quenched in
water, ground to a fine slurry and carried to a gas-liquid reactor where it reacts with
CO; supplied by the recover gas stream from a later stage in the process, and the

reactions are the following Equations (4-63, 4-64 and 4-65).

CaO + H,0 — Ca(OH), (4-63)
Ca(OH), + CO, — CaCO, (4-64)
CaS+H,0+CO, —» CaCO, +H,S (4-65)

To convert the gaseous product H,S to elemental sulfur, the conventional Claus
process is employed with additional air input according to the following Equations (4-

7 and 4-8).
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The block diagram is Figure 4.19 with stream description in Table 4-57.

Figure 4.19 Block Diagram of S and SO, Recovery Plant

Table 4-57 Description of Process Streams in S and SO, recovery Plant

H,S+1.50, — SO, + H,0

2H,S+S0, —>3S+2H,0

S407
S408
S409
S410

S & SO,
RECOVERY

S411
— >
S412

f >

S413

—>

S414

e

S415

E—

(4-7)

(4-8)

Name of Streams

Description

Input Streams
S407
S408
S409
S410

Output Streams

S411
S412
S413
S414
S415

Reducing gas to sulfur and sulfur dioxide recovery plant
Gypsum to sulfur and sulfur dioxide recovery plant

H,O to sulfur and sulfur dioxide recovery plant
Air to sulfur and sulfur dioxide recovery plant

SO; generated from sulfur and sulfur dioxide recovery plant

Sulfur generated from sulfur and sulfur dioxide recovery plant

Vent generated from sulfur and sulfur dioxide recovery plant

CaCOj; generated from sulfur and sulfur dioxide recovery plant

H,0 generated from sulfur and sulfur dioxide recovery plant

(C-3-2-2. Material Balance and Energy Balance

Using the parameters in Table 4-58 the material balance and energy balance of

the S and SO, recovery plant are given in Table 4-59.

In Table 4-59, the overall material balance for the whole process is given with

the mixture stream expressions. For the species material balance obtained using the

reaction equations (4-7, 4-8, 4-58, 4-59, 4-60, 4-61, 4-62, 4-63, 4-64 and 4-65), the
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first equation is for the CaCOs balance; the second one is for the SO, balance; the
third one is for the H, balance; the fourth one is for the S balance; the fifth one is for
the gypsum balance; the sixth one is for the H,O balance; the seventh one is for the
CO; balance; the eighth one is for the O, balance; the ninth one is for N, balance; the
last one is for the Ar balance.

Table 4-58 Parameters in S and SO, Recovery from Gypsum Plant, from Campbell

and Fisher (1971)
Parameters
Ratio of Slurry water to gypsum 420:100
Ratio of H, and CO for CaO to those for CaS 1:8
Reduce gas composition (Volume %)
H, 39.5
Cco 39.5
H,O 13.2
CO, 7.8

In the overall energy balance, Qssr is heat input of the S and SO, recovery
from gypsum plant in the form of steam in heat exchanger and heater, which is
calculated from the energy balance. Qo 1S one part of heat output removed by
cooling water in heat exchanger and condenser in the S and SO, recovery plant based
on the unit of SO, product, 6 MJ per 1b of SO, (Kosyl’kov and Rogachev, 1983). Qqur
is another part of heat output removed by cooling water in heat exchanger and
condenser in the S and SO, recovery plant based on the unit of S product, 8.6 MJ per
Ib of S (Kosyl’kov and Rogachev, 1983). In enthalpy functions, the coefficients a,, a;,
as, a4, as, and b; for different species are given in Table A-1 in Appendix A.

In the material balance part, there are 20 variables and 20 equations including

the dependent overall mass balance, so the number of degrees of freedom is 1. For the
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Table 4-59 Constraint Equations for S and SO, Recovery from Gypsum Plant

Material Balance

Overall (Fyo7 + Faog + Fago + Fupo) = (Byyy + Eypp +Fyps + Epyy +F,5) =0
where F,;, = Fi(?f) + Fjoc70) + Fi<()3702) + Fi(?fO)
Fop = FO0 1 QY 4 FLSO + FY
Fy5 = Fﬁ?) + Fj]A}r) + F£1C302)

Species 1 1
CaCOj: F_ — F, =
17218 ™ 100.09

1 1 1
Oy i’ + o — Fy =
(2.02)(9) (28.01)(9) 64.06
8 8 1
Hy ———F) +—————F" -———F,, =
(2.02)(9)(4) (28.01)(9)(4) 32.06
1 1 1
F,.-(——F, +—F,.)=0
172.18 *® (64.06 132,06 s2)
100 420

Gypsum: F,.,— F, .=
YPSUI 1g02 7 T 1708 s

18.02)(2) 18.02
1,0 pio  (802@) - 18.02

2 a0 17218 ‘“® 7 2.02
Lo, 4401 o) 4401

(Hy) _
F4072 + F409 _F415 =0

CO2: Fyy 2801 4 100.09 44 zﬁ:oOZ) _Figoz) =0
1 0.5
O2: EFjﬁ;) “Ty0gFm =

Na: FY —F =0
Ar: FY —F =0
Energy Balance
Overall - (F,,, /M HE +F,, IMOHE, +ZF /MUHL),
+ F414 /M(CaCOS)H(CaC()}) + F415 /M(HZO)H%{;O)) - (ZFié; /M(j)HEtjo)7

414
(GYP) 11 (GYP) (H,0)17(H,0) (k) (k) py (k)
+Fy /M Higs ~ + Fuo /MU H o™ + ZF 0 /MU H ) + Qo Fayy

+QuuoFup = Qgsr =0
1= Nz, COQ, AI‘;j = COz, Hz, CO, HQO; k= Nz, COz, AI‘, (023
Enthalpy i

A 1. 1 . 1 . 1 . b!
Function  Hi (D) =(a, +§a‘2T +§a‘3T2 +Za;T3 +§a;T4 +?1)RT J/mol
i= COz, Nz, AI‘, HQO, Hz, CO, 02, SOz, S, CaCOs;
k=407, 409,410, 411, 412, 413, 414, 415
H{%"(T) = ((—483.42)(1000) + (44.46)(T — 298.15))(4.182) J/mol

k=408; Source: Lide (1982).
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material and energy balance, there are 47 variables and 38 equations including the
dependent overall mass balance, so the number of degrees of freedom is 10.

C-4. Acetic Acid (New Process) (Taniguchi, et al., 1998; Zerella, et al., 2003; Indala,
2004; Louisiana Chemical & Petroleum Products List, 1998)

There are two acetic acid processes in the chemical complex superstructure,
one is conventional acetic acid plant where acetic acid produced from methanol and
carbon monoxide in the base case; and the other is a potentially new acetic acid plant
which uses methane and carbon dioxide as feedstock. The detailed description of the
new process is given below.

The production capacity of this process was selected to be 8,180 metric tons
per year (Indala, 2004). This is based on the Dow Chemical Company, an acetic acid
plant located in Hahnville, LA, with the production capacity of 18 million pouns per
year (8,160 metric tons per year) (Louisiana Chemical & Petroleum Products List,
1998).

C-4-1. Process Description

Acetic acid can be made by direct conversion of carbon dioxide and methane

to acetic acid (Equation 4-66) (Taniguchi, et al., 1998; Zerella, et al., 2003). The block

diagram is shown in Figure 4.20 with the stream definitions in Table 4-60.

CO, + CH; = CH;COOH  AH° =36 KJ/mol (4-66)
ﬂ, ACETIC ACID $702
$701 (NEW) >
— >

Figure 4.20 Block Diagram of New Acetic Acid Plant
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Table 4-60 Description of Process Streams in New Acetic Acid Plant

Name of Streams Description
Input Streams

S700 CO; to new acetic acid plant

S701 Natural gas to new acetic acid plant

Output Streams

S702 Production of acetic acid from new acetic acid plant

C-4-2. Material Balance and Energy Balance

Using the parameters in Table 4-61 the material balance and energy balance of
new acetic acid plant are shown in Table 4-62.

In Table 4-62, the overall material balance for the whole process is given first.
For the species material balance obtained using the reaction equation (4-66), the first
equation is for the CO, balance; and the second one is for the CH,4 balance.

In the overall energy balance, Qaax is heat input of the new acetic acid plant in
the form of steam in heat exchanger to supply the heat needed for the endothermic
reaction (Equation 4-66) and distillation column reboiler for heating reactants and
product separation, which is calculated from the energy balance. Q. is heat output
removed by cooling water in heat exchanger and distillation column condenser for
cooling reactants and product separation in the new acetic acid plant, based on the unit
of acetic acid product, 558 KJ per Ib of acetic acid (Indala, 2004). In enthalpy
functions, the coefficients a;, a,, a3, a4, as, and b; for different species are given in
Table A-1 in Appendix A.

In the material balance part, there are 3 variables and 3 equations including the

dependent overall mass balance, so the number of degrees of freedom is 1. For the
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material and energy balance, there are 10 variables and 7 equations including the
dependent overall mass balance, so the number of degrees of freedom is 4.

Table 4-61 Parameters in New Acetic Acid Production

Name Meaning Value
CO, utilization 1.0
CHy4 utilization 1.0

Table 4-62 Constraint Equations for New Acetic Acid Production

Material Balance
Overall Fro0 + oot = Frpa = 0

Species 1 1
COy: EF. - | D
> 4401 ™ 60.06
1 |
CH,

: J E,.,=0
16.05 " 60.06
Energy Balance

(aceticacid) (aceticacid) y 7 (aceticacid) (CO,) (CO,)L7(CO,)
Overall F702 /M H702 - (F7oo IMT H700 ’

(CHy) (CH,) 11 (CHy) (aceticacid) _
+F /MU H ) + Qo Fags —Qar =0

Enthalpy . R DTSN TR TSR BTV

Function  Hi (D) =(a, +§a2T+§a3T2 +Za4T3 +§a5T4 +?1)RT J/mol
i=CO0,, CHy; k =700, 701

H (%D (T) = ((-115.8)(1000) + (29.7)(T — 298.15))(4.185) J/mol

k=702

Source: Lide (1982).

C-5. Ethylbenzene (EB) Dehydrogenation with CO, to Styrene (New Styrene Process)
(Sakurai, et al., 2000; Chang, et al., 1998; Indala, 2004; Mimura, et al., 1998;
Louisiana Chemical & Petroleum Products List, 1998)

There are several potentially new processes that use CO, for the production of
styrene available (Sakurai, et al., 2000; Chang, et al., 1998; Mimura, et al., 1998).
After detailed comparison using HYSYS simulation and economic evaluation (Indala,

2004), a potentially new styrene process by Mimura, et al. (1998) was integrated into

the chemical complex. The capacity of this process is set to be 362,000 metric tons per
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year. For styrene production, the production rate of Deltech Corporation in Baton
Rouge plant, 800 million pounds per year (362,000 metric tons per year), was used in
the superstructure (Louisiana Chemical & Petroleum Products List, 1998).
C-5-1. Process Description

A new method for the production of styrene through dehydrogenation of
ethylbenzene in the presence of carbon dioxide was described by Mimura, et al.
(1998). The Fe/Ca/Al oxides catalyst exhibited high activity in the presence of CO,.
The reactor operated at 580°C and 1 atm pressure. The ratio of CO, to EB in the
feedstock input is 9:1. The observed yield of styrene was 70%, and the selectivity to
styrene was 100%. The following reaction occurs in the reactor.

CeHs-C,Hs + CO, — C¢Hs-CyH; + CO + H,O (4-67)
The block diagram of new styrene process is in Figure 4.21 with the stream

description in Table 4-63.

S973
S971 >
> STYRENE S974
S972 (NEW) >
SN S975
>

Figure 4.21 Block Diagram of New Styrene Process
C-5-2. Material Balance and Energy Balance
Using the parameters in Table 4-64, the material and energy balances of new
styrene process are given in Table 4-65.
In Table 4-65, the overall material balance for the whole process is given first.

For the species material balance obtained using the reaction equations (4-67), the first
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equation is for the CO balance; and the second one is for the H,O balance; the third
one is for the CO, balance; the last one is for the EB balance.

Table 4-63 Description of the Streams in New Styrene Process

Stream Name Stream Description

Input Streams

S971 Ethylbenzene to new styrene process

S972 Carbon dioxide to new styrene process

Output Streams

S973 Carbon monoxide produced from new styrene process
S974 Styrene produced from new styrene process

S975 Water produced from new styrene plant

In the overall energy balance, Qnsrys is heat input in the form of steam in heat
exchanger to supply the heat for the endothermic reaction and product separation of
the new styrene process, which is calculated from the energy balance. Qo is the heat
output removed by cooling water in heat exchanger and condenser for product
separation in the new styrene process based on the unit of styrene product, 3 MJ per Ib
of styrene (Indala, 2004). In enthalpy functions, the coefficients a;, a,, as, as, as, and b;
for different species are given in Table A-1 in Appendix A.

In the material balance part, there are 5 variables and 5 equations including one
dependent one (overall material balance), so the number of degrees of freedom is 1.
For the material and energy balances, there are 16 variables and 11 equations
including one dependent one (overall material balance), so the number of degrees of
freedom is 6.

Table 4-64 Parameters in New Styrene Process

Name Meaning Value
Conversion of EB in new styrene process 100%
Selectivity of EB to styrene in new styrene process 100%
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Table 4-65 Constraint Equations for New Styrene Process

Material Balance

Overall (Fo7y + Fypp) = (Fops + Fogy + Fyps) =0

Species O: Fys _ Fys _
mw(CO) mw(styrene)
H,0: Fyss _ Fysy _
mw(H,0) mw(styrene)
COz: F974 _ 1:“972 —
mw(styrene) mw(CO,)
Fysy _ Fy;, _
mw(styrene) mw(EB)
Energy Balance
OVeraH (F9(7C30) / M (CO) H gg;)) + F9(7S;FYRENE) / M (STYRENE)H SZYRENE)

(H,0) (H,0)17(H,0) (EB) (EB) 17(EB) (CO,) (COL) 1y (CO,)
"'1:9752 8\ H9752 )_(F971 M H971 +F972 PIMTT H9722 )
(STYRENE) _
+ Qo Fory —Qusrys =0

Enthal , , 4 , ‘ ‘ b
o H, (T) = (a, +%a'2T+%a‘3T2 +ia;T3 +%a'5T4 +?‘)RT J/mol

Function
1= COz, CO, HzO
k=972,973,975
H{Y =-12300 +185.572(T - 298.15) J/mol
Source: Lide (1990) and NIST (2002)
HE N =103400+183.2(T —298.15) J/mol
Source: NIST (2002)

C-5-3. Comparison between Conventional and New Styrene Processes

Mimura, et al. (1998) gave a detailed comparison between the conventional

and potentially new styrene processes. On one hand the potentially new process would

operate at 580°C whereas the conventional process operates at over 630°C. On the

other hand, the energy requirement in the new styrene process (about 6.3 x 10® cal/t-

styrene) could be much lower than that for the conventional process (about 1.5 x 10°

cal/t-styrene), mainly because a large quantity of latent heat of water condensation
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cannot be recovered in the conventional process. In general, the potentially new
styrene process using CO, with lower reaction temperature would have lower energy
requirement compared to the existing conventional process.

C-6. Methanol (New Processes) (Pellegrino, 2000; Inui, 2002; Nerlov and
Chorkendorft, 1999; Omata, et al., 2002; Toyir, et al., 1998; Sahibzada, et al., 1998;
Ushikoshi, et al., 1998; Nomura, et al., 1998; Jun, et al., 1998; Mabuse, et al., 1998;
Fukui, et al., 1998; Hara, et al., 1998a; Bill, et al., 1998; Bonivardi, et al., 1998;
Hirano, et al., 1998; Indala, 2004; Louisiana Chemical & Petroleum Products List,
1998)

Pellegrino (2000) reported that methanol is in the list developed by Pacific
Northwest National Laboratory (PNNL) with a potential energy savings of 37 trillion
BTUs per year through improved catalysts. The conventional processes for methanol
include production from synthesis gas. Following is a summary of experimental
studies that use carbon dioxide to produce methanol.

Inui (2002) described four ways for the synthesis of methanol by CO,
hydrogenation using multifunctional catalysts (Cu-Zn-Cr-Al mixed oxide) at different
temperature and pressure (Equation 4-68). However, the conversions and selectivities
are low in the experimental studies, and they require more hydrogen than that required
in the conventional process. The catalysts used in these studies were not commercial
catalysts (Cu-Zn-Cr mixed oxide) for methanol production.

CO; + 3H,; — CH;0H + H,O AH® = -49 KJ/mol, AG® =3 KJ/mol (4-68)

Nerlov and Chorkendorff (1999) described a laboratory scale process for the

synthesis of methanol from CO, and H, over Cu(100) catalysts at 543K and 1.5 atm

(Equation 4-68). They also reported the use of Ni/Cu(100) catalyst operated at the

235



same temperature and pressure but the reaction mixture contained CO, CO; and H,
(Equation 4-68 and 4-22).
CO +H,O — CO, + H» AH® = -41 KJ/mol, AG® =-29 KJ/mol (4-22)

Omata, et al. (2002) described methanol synthesis from CO;-containing
synthesis gas over Cu-Mn catalysts supported on ZnrO, and TiO; in a flow type fixed
bed reactor at 250°C and 10 atm (Equation 4-68 and 4-22).

Toyir, et al. (1998) gave the methanol synthesis method from CO,;
hydrogenation over Raney Cu-Zr catalyst leached with aqueous solution of zincate
(NaOH + ZnO) in a flow reactor at a temperature of 523K and at a pressure of 50 atm
(Equation 4-68 and 4-32). The ratio of hydrogen to carbon dioxide in the feed was 3:1
and the space velocity was 18000 h™.

CO; + H, —» CO + H,O AH® =41 KJ/mol, AG® =29 KJ/mol (4-32)

Sahibzada, et al. (1998) described a laboratory methanol process from CO, and
H, over Pd promoted Cu/ZnO/ALO; catalysts in an internal recycle reactor (300 cm’
volume, 100cm’ catalyst basket) at 250°C and 5 MPa (Equation 4-68 and 4-32). The
ratio of hydrogen to carbon dioxide in the feed gas was 4:1.

Ushikoshi, et al. (1998) reported a pilot methanol plant from CO, and H, over
a multi-component catalyst (Cu/ZnO/ZrO,/Al,03/Gay03) at 523 K and 5 MPa
(Equation 4-68, 4-32 and 4-34). The ratio of hydrogen to carbon dioxide in the feed
gas was 3:1.

CO + 2H, — CH3;0H AH° =-90.8 KJ/mol AG®=-25 KJ/mol (4-34)
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Nomura, et al. (1998) described the hydrogenation of carbon dioxide over Fe
promoted Cu based catalysts. Fe-CuO-ZnO/TiO, catalyst was used in this research.
The reaction was carried out at 553 K, 1 MPa (10 atm), and W/Fco, = 570 kg-cat-
s/mol. The ratio of hydrogen to CO, in the feed gas was 4:1.

Jun, et al. (1998) reported hydrogenation of CO, for methanol and dimethyl
ether over hybrid catalyst of Cu/ZnO/Cr,0; and CuNaY zeolite at 523K and 30atm
(Equation 4-68, 4-34 and 4-69). The feed gas composition of H, to CO, was 3:1.

2CH;0H — CH3;0OCH; + H,O AH® = -24 KJ/mol AG® = -17 KJ/mol (4-69)

Mabuse, et al. (1998) described the liquid-phase methanol synthesis from CO,
and H, over Cu/ZnO-based multicomponent catalyst (Cu/ZnO/ZrO,/Al,03) modified
with special silicone oil (5 wt%) at 523K and 15 MPa (Equation 4-68). The ratio of
hydrogen to carbon dioxide in the feed gas was 3:1.

Fukui, et al. (1998) described methanol production from hydrogenation of
carbon dioxide over Cu/ZnO catalysts at 250°C and 5 MPa (Equation 4-68).

Hara, et al. (1998a) presented a laboratory process for the synthesis of gasoline
from carbon dioxide via methanol as an intermediate over a Pd-modified composite
catalyst (38.1% Cu, 29.4% ZnO, 1.6% Cr,03, 13.1% Al,O;, 17.8% Ga0;) at 270°C
and 80 atm. The feed gas was a CO; rich gas with composition CO,/CO/H; equal to
22/3/75.

Bill, et al. (1998) described two different methods of CO, hydrogenation for
methanol production. The first one was in a conventional tubular packed-bed reactor

filled with copper based catalyst (CuO/ZnO/Al,03) at 220°C and 20 bar with the feed
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gas composition Hy/CO, = 3:1. The second one uses a dielectric-barrier discharge
(DBD) with the aid of a catalyst inside the discharge space at less than 100°C.

Bonivardi, et al. (1998) described a new methanol production method from
CO; hydrogenation over Ca promoted Pd/SiO; catalyst in a copper-plated differential
microreactor at 523 K and 3 MPa. The ratio of H; to CO; in the feed gas was 3:1. The
selectivity to methanol was more than 95% (Equation 4-32 and 4-34).

CO, + H, —» CO + H,O AH® =41 KJ/mol, AG® =29 KJ/mol (4-32)
CO +2H, — CH;0H AH® =-90.8 KJ/mol, AG® =-25 KJ/mol (4-34)

Hirano, et al. (1998) described a laboratory process of carbon dioxide
hydrogenation for methanol production over CuO-ZnO-Al,Os catalyst (Al,O3 5 wt%)
at 513-521 K and 9 MPa with a feed gas composition of H,/CO, = 3/1.

However, not all of the above experimental studies for methanol from carbon
dioxide hydrogenation are competitive with the conventional process. Only four new
methanol processes (Bonivardi, et al., 1998; Jun, et al., 1998; Nerlov and
Chorkendorff, 1999; Ushikoshi, et al., 1998) were selected for process design using
HYSYS which is discussed in the next section (Indala, 2004).

The production capacity of these four processes was based on a methanol plant
of Ashland Chemical Inc., located in Plaquemine, LA, with the production rate of 160
million gallons per year (480,000 metric tons per year) (Louisiana Chemical &

Petroleum Products List, 1998).
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C-6-1. New Methanol (Bonivardi) Process (Bonivardi, et al., 1998; Indala, 2004;
Louisiana Chemical & Petroleum Products List, 1998)

C-6-1-1. Process Description

Bonivardi, et al. (1998) described a new methanol production method from
CO; hydrogenation over Ca promoted Pd/SiO; catalyst. The reaction was carried out
in a copper-plated differential microreactor at 523 K and 3 MPa with a space velocity
of 10000 h'. The ratio of H; to CO; in the feed gas was 3:1. The observed rate of
synthesis of methanol was 50 x 10™® mol/gPd-s. The selectivity to methanol was more
than 95%.

The reaction mechanism was given that methanol was not directly formed
through the CO,; reaction, but it was produced through formation of CO and its
consecutive hydrogenation to methanol (Equation 4-32 and 4-34) (Bonivardi, et al.,
1998). Large recycle ratios were employed to maintain the selectivity to methanol if

the process is commercialized (Bonivardi, et al., 1998). The reactions occurring in this

study are:
CO; + H, —» CO + H,O AH® =41 KJ/mol, AG® = 29 KJ/mol (4-32)
CO +2H, — CH;0H AH® =-90.8 KJ/mol, AG® =-25 KJ/mol (4-34)

The operating temperature of this new method (523K) is in the same range as
that of the conventional process (250-260°C). This study was conducted at 3MPa
pressure where as the conventional process operates at 5-8 MPa pressure. Thus, this
potential process would operate at a pressure less than the conventional process. The
selectivity to methanol in this study is comparable to that of the conventional process.
Hence, this potentially new process is selected for HYSYS simulation (Indala, 2004).

The block flow diagram is given in Figure 4.22 with stream definitions in Table 4-66.
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S960
S958 NEW — >
———>» METHANOL S961
S959 (BONIVARDI) >
—> S962
—>

Figure 4.22 Block Diagram of New Methanol (Bonivardi) Process

Table 4-66 Description of Process Streams in New Methanol (Bonivardi) Process

Name of Streams  Description
Input Steams

S958 CO; to new methanol (Bonivardi) process

S959 H; to new methanol (Bonivardi) process

Output Streams

S960 CO produced from new methanol (Bonivardi) process

S961 Methanol produced from new methanol (Bonivardi) process
S962 Water produced from new methanol (Bonivardi) process

C-6-1-2. Material Balance and Energy Balance

Using the parameters in Table 4-67, the material balance and energy balance of
new methanol (Bonivardi) process are given in Table 4-68.

In Table 4-68, the overall material balance for the whole process is given first.
For the species material balance obtained using the reaction equations (4-32 and 4-33),
the first equation is for the CO; balance; the second one is for the H, balance; the third
one is for the H,O balance; the last one is for the CO balance.

In the overall energy balance, Qnmes 1s heat input in the form of steam in heat
exchanger and distillation column reboilers for heating reactants and product
separation of the new methanol (Bonivardi) process, which is calculated from the
energy balance. Qo is the heat released removed by cooling water in heat exchanger

and distillation column condensers for product separation in the new methanol
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(Bonivardi) process based on the unit of methanol product, 9.2 MJ per 1b of methanol
(Indala, 2004). In enthalpy functions, the coefficients a;, a,, as, as, as, and b; for
different species are given in Table A-1 in Appendix A.

Table 4-67 Parameters in New Methanol (Bonivardi) Production, from Bonivardi, et
al. (1998) and Indala (2004)

Name  Meaning Value
COMe Overall conversion of CO in new methanol (Bonivardi) process 0.9497
Overall H;, utilization in new methanol (Bonivardi) process 1

Table 4-68 Constraint Equations for New Methanol (Bonivardi) Production

Material Balance
Overall  (F,i +F,5y) = (F,q + Fog; + Fy,) = 0

SpeCieS C02: F960 + F961 _ F958 —
mw(CO) mw(MeOH) mw(CO,)
F960 + 3F961 F959

> mw(CO) mw(MeOH) - mw(H,) -
_F(mw(H,0)

FLO: Fo mw(CO,)
2
CO: F . — Fyss (mw(CO))(1 - COMe) _0
Coe mw(CO,)
Energy Balance

(CO) (CO)17(CO) (MeOH) (MeOH) 1 1 (MeOH) (H,0) (H,0) 171 (H,0)
Overall (F%o /M H%o +F961 M H961 +F9622 /M H%z2 )

F(MeOH)

(COy) (CO,y) 17(COy) (Hy) (Hy) py(Hy) _
= (Fysg »" /M7 Hyge™” + Fosg? /M7 Hggs") +Q, Fogy = Quwes =0

Enthal , A 4 A 4 4 b
Functigz H, (T) = (a, +%a‘2T +%a‘3T2 +ia;T3 +%a‘5T4 +?1)RT J/mol
1= COQ, Hz, CO, HQO
k =958, 959, 960, 962
HMOM (T) = (-238.54)(1000) + (79.225)(T — 298.15) J/mol k=961
Source: Felder and Roussleu (1986)

In the material balance part, there are 5 variables and 5 equations including one

dependent equation (overall material balance), so the number of degrees of freedom is
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1. For the material and energy balance, there are 16 variables and 11 equations
including the dependent overall material balance, so the number of degrees of freedom
is 6.

C-6-2. New Methanol (Jun) Process (Jun, et al., 1998; Indala, 2004; Louisiana
Chemical & Petroleum Products List, 1998)

C-6-2-1. Process Description
Jun, et al. (1998) described catalytic hydrogenation of CO, for the synthesis of
methanol and dimethyl ether (DME) (oxygenates). The catalysts were hybrid catalyst
of Cu/ZnO/Cr,0; and CuNaY zeolite. The ratio of H, to CO, in the feed gas was 3:1.
The reaction was carried out in a fixed bed micro-reactor at 523 K and 3MPa, and at a
flow rate of 30 ml/min. The conversion of CO, to CO was 10.21% and to oxygenates
was 9.37%. The selectivity of dimethyl ether in oxygenates was 36.7%. The reaction
mechanism was provided as Equation (4-32, 4-34 and 4-69) (Jun, et al., 1998).
CO, +H; — CO + H,O AH® =41 KJ/mol, AG® =29 KJ/mol  (4-32)
CO +2H, — CH;0H AH® = -90.8 KJ/mol, AG® = -25 KJ/mol (4-34)
2CH3;0H — CH30CH; + H O~ AH°=-24 KJ/mol, AG®=-17 KJ/mol (4-69)
The operating temperature of this new method (523K) is in the same range as
that of the conventional process (250-260 °C). This study was conducted at 3MPa
pressure where as the conventional process operates at 5-8 MPa pressure. Thus, this
potential process would operate at a pressure less than the conventional process. DME
is also produced as a by-product. Though the conversion of CO, to CO is less, through
large recycle volumes, the total yield can be increased. Hence, this potentially new

process was selected for HYSY'S simulation (Indala, 2004).
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The block flow diagram is given in Figure 4.23 with stream definitions from

Table 4-69.
S955
S953 >
— NEW S956
S954 METHANOL ————>
5

Figure 4.23 Block Diagram of New Methanol (Jun) Process

Table 4-69 Description of Process Streams in New Methanol (Jun) Process

Name of Streams  Description
Input Steams

S953 CO; to new methanol (Jun) process

S954 H; to new methanol (Jun) process

Output Streams

S955 Methanol produced from new methanol (Jun) process
S956 DME produced from new methanol (Jun) process
S957 Water produced from new methanol (Jun) process

C-6-2-2. Material Balance and Energy Balance
Using the parameters in Table 4-70, the material balance and energy balance of
new methanol (Jun) process are given in Table 4-71.

Table 4-70 Parameters in New Methanol (Jun) Production, from Jun, et al. (1998) and
Indala (2004)

Name Meaning Value
MeDME Overall conversion of methanol to DME in new methanol 0.0519
(Jun) process
Overall CO; utilization in new methanol (Jun) process 1
Overall H; utilization in new methanol (Jun) process 1

In Table 4-71, the overall material balance for the whole process is given first.
For the species material balance obtained using the reaction equations (4-32, 4-34 and

4-69), the first equation is for the CO; balance; the second one is for the H; balance;
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the third one is for the HO balance; the fourth one is for the DME balance; the last
one is for the methanol balance.

Table 4-71 Constraint Equations for New Methanol (Jun) Production

Material Balance
Overall (F953 + F954) - (F955 + F956 + F957) =0

Species F
P COy: Fyg; —( 933

F,
+ 2 Yymw(CO,) =0
mw(MeOH) mw(DME)

3F 6F,
955 + 956 )mW(HZ) — 0
mw(MeOH) mw(DME)
F953 + F956
mw(CO,) mw(DME)

Hy: Fogy —(

H20: (

ymw(H,0)—F,, =0

DME: F,s; (mw(DME))(MeDME) CF, =0
2mw(CO,)
MeOH: Fys; (mw(MeOH))(1 - MeDME) F,. =0
mw(CO,)
Energy Balance

Overall (Fg(;\gleOH) /M(MeOH)Hgl;/ISeOH) +F9(5D6ME) /M(DME)H(ng)éVlE) +F9(?720) /M(HZO)H‘()I;I720)

)= (B /MOVHGEY + Bl M HE) + Qo Fiss™ = Qupgpa =0
Enthal , . ‘ . ‘ ‘ i
Funcﬁﬁz H, (T) = (a, +%a'2T +%a‘3T2 +%a;T3 +%a'5T4 +%)RT J/mol
1= COZ, Hz, DME, Hzo
k =953, 954, 956, 957
HMO™(T) = (=238.54)(1000) + (79.225)(T — 298.15) J/mol k=955
Source: Felder and Roussleu (1986)

In the overall energy balance, Qnmea is heat input of the new methanol (Jun)
process in the form of steam in heat exchanger and distillation column reboilers for
heating reactants and product separation, which is calculated from the energy balance.
Qout 1s the heat released removed by cooling water in heat exchanger and distillation
column condensers for product separation in the new methanol (Jun) process based on

the unit of methanol product, 10.3 MJ per 1b of methanol (Indala, 2004). In enthalpy
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functions, the coefficients a;, a,, a3, a4, as, and b; for different species are given in
Table A-1 in Appendix A.

In the material balance part, there are 5 variables and 6 equations including
two dependent equations (overall material balance and CO, balance), so the number of
degrees of freedom is 1. For the material and energy balance, there are 16 variables
and 12 equations including the dependent overall material balance and CO, balance,
so the number of degrees of freedom is 6.

C-6-3. New Methanol (Nerlov) (Nerlov and Chorkendorff, 1999; Indala, 2004;
Louisiana Chemical & Petroleum Products List, 1998)

C-6-3-1. Process Description

Nerlov and Chorkendorff (1999) described a laboratory scale process for the
synthesis of methanol from CO, and H; over Cu(100) catalyst in a high-pressure cell at
a temperature of 543 K and a pressure of 0.15 MPa. The average volume ratio of CO,
to H, is about 2:3 in the feed gas. The rate of formation of methanol was 60 x 10
TurnOver Frequency (TOF) /site-s. The reaction mechanism (Equation 6-68) was
provided without the CO, conversion rate.

CO, + 3 H, — CH3;0H + H,O AH® = -49 KJ/mol, AG® =3 KJ/mol (4-68)

The operating temperature in this new method (543K) is in the same range as
that of the conventional process (250-260 °C). The operating pressure in this method
(0.15 MPa) is less than that of conventional process (5-8 MPa). Hence, this new
methanol synthesis process was selected for HYSY'S simulation (Indala, 2004).

The block flow diagram is given in Figure 4.24 with stream definitions from

Table 4-72.
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S963 NEW S965 5
METHANOL
S964 (NERLOV) S966 R

Figure 4.24 Block Diagram of New Methanol (Nerlov) Process

Table 4-72 Description of Process Streams in New Methanol (Nerlov) Process

Name of Streams  Description
Input Steams

S963 CO; to new methanol (Nerlov) process

S964 H; to new methanol (Nerlov) process

Output Streams

S965 Methanol produced from new methanol (Nerlov) process
S966 Water produced from new methanol (Nerlov) process

C-6-3-2. Material Balance and Energy Balance

Using the parameters in Table 4-73, the material balance and energy balance of
new methanol (Nerlov) process are given in Table 4-74.

In Table 4-74, the overall material balance for the whole process is given first.
For the species material balance obtained using the reaction equations (4-65), the first
equation is for the CO; balance; the second one is for the H, balance; the last one is
for the H,O balance.

In the overall energy balance, Qnmec is heat input of the new methanol
(Nerlov) process in the form of steam in heat exchanger and distillation column
reboilers for heating reactants and product separation, which is calculated from the
energy balance. Qg is the heat ouput removed by cooling water in heat exchanger and
distillation column condensers for cooling reactants and product separation in the new

methanol (Nerlov) process based on the unit of methanol product, 12.6 MJ per Ib of
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methanol (Indala, 2004). In enthalpy functions, the coefficients a;, a,, a3, a4, as, and b;
for different species are given in Table A-1 in Appendix A.

In the material balance part, there are 4 variables and 4 equations including one
dependent equation (overall material balance), so the number of degrees of freedom is
1. For the material and energy balance, there are 13 variables and 9 equations

including the dependent overall material balance, so the number of degrees of freedom

is 5.
Table 4-73 Parameters in New Methanol (Nerlov) Production,
from Nerlov and Chorkendorff (1999) and Indala (2004)
Name  Meaning Value
Overall CO; utilization in new methanol (Jun) process 1
Overall H, utilization in new methanol (Jun) process 1

Table 4-74 Constraint Equations for New Methanol (Nerlov) Production

Material Balance
OVeI'aH (F963 + F964) - (F965 + F966) = O

Species ) Fogs _ Fogs ~0
mw(CO,) mw(MeOH)
. Foes _ 3Fyes _
mw(H,) mw(MeOH)
H,0: Fogs _ Foss -0
mw(MeOH) mw(H,0)
Energy Balance
Overall (Fg((l)\/sleOH) /M(MeOH)HgI(\)/ISeOH) + Fg(;)ZO) /M(HZO)HgI:éO))
= (Fo™ /M H ™ + B /MU HG) + Qo Fogs™ = Qe = 0

Enthal , A 4 A ‘ ‘ b
Function  Hi(D) =@} + JaiT+3al T2 4 alT + LalT' + 2HRT Yol
i =CO,, Hy, H,O
k=963, 964, 966
HMOM (T) = (-238.54)(1000) + (79.225)(T — 298.15) J/mol k=965
Source: Felder and Roussleu (1986)

247



C-6-4. New Methanol (Ushikoshi) (Ushikoshi, et al., 1998; Indala, 2004; Louisiana
Chemical & Petroleum Products List, 1998)

C-6-4-1. Process Description

Ushikoshi, et al. (1998) described a pilot plant for methanol synthesis from
CO, and H; with a production capacity of 50 kg/day over a multicomponent catalyst
(Cu/Zn0O/ZrO,/Al,03/Ga,03) under reaction condition of 523 K, 5 MPa and space
velocity = 10000 h'!'. The ratio of H; to CO; in the feed gas was 3:1. The reaction

mechanism was described as Equation (4-68, 4-32 and 4-34).

CO, + 3H, — CH30H + H,O AH® = -49 KJ/mol, AG® = 3 KJ/mol (4-68)
CO, + H, — CO + H,O AH° =41 KJ/mol, AG® =29 KJ/mol (4-32)
CO + 2H, — CH30H AH? =-90.8 KJ/mol, AG°® =-25 KJ/mol (4-34)

Carbon dioxide and hydrogen supplied from gas cylinders were mixed and
compressed along with recycled gases, and then fed into the reaction tube through a
pre-heater (Ushikoshi, et al., 1998). The reaction products were cooled and the
mixture of methanol and water was separated in a gas-liquid separator from unreacted
gases and stored in a container ready for further separation (Ushikoshi, et al., 1998).
The space-time yield of methanol was 700 g-CH3;OH/l-cat-h with the purity of 99.9%
(Ushikoshi, et al., 1998). Since the conversion of CO, at 523 K and 5 MPa was 17%,
the unreacted gases and gaseous products like CO were recycled back to the reactor
(Ushikoshi, et al., 1998).

Ushikoshi, et al. (1998) compared the new catalyst
(Cu/ZnO/ZrO,/Al,03/Ga,03) performance with a commercial Cu/ZnO/Al,O; catalyst

and concluded that the new catalyst exhibited a higher activity of over 700 g-
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CH;OH/l-cat-h whereas the commercial catalyst exhibited an activity of 550 g-
CH;0H/I-cat-h. But they did not report an exact time period for catalyst deactivation.
On the other hand, the operating temperature and pressure of the new process (523K
and 5 MPa) were in the same range as that of the conventional process (250-260°C and
5MPa). The purity of methanol produced was 99.9%. Hence, this potentially new
process was selected for HYSYS simulation (Indala, 2004).

The block flow diagram is given in Figure 4.25 with stream definitions from

Table 4-75.
S969
S967 —>
— > NEW S970
S968 METHANOL [ >
> (usHIKOSHI) | 590

Figure 4.25 Block Diagram of New Methanol (Ushikoshi) Process

Table 4-75 Description of Process Streams in New Methanol (Ushikoshi) Process

Name of Streams  Description
Input Steams

S967 CO; to new methanol (Ushikoshi) process

S968 H; to new methanol (Ushikoshi) process

Output Streams

S969 Methanol produced from new methanol (Ushikoshi) process
S970 Water produced from new methanol (Ushikoshi) process
S990 CO produced from new methanol (Ushikoshi) process

C-6-4-2. Material Balance and Energy Balance
Using the parameters in Table 4-76, the material balance and energy balance of

new methanol (Ushikoshi) process are given in Table 4-77.
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In Table 4-77, the overall material balance for the whole process is given first.
For the species material balance obtained using the reaction equations (4-32, 4-34 and
4-68), the first equation is for the CO, balance; the second one is for the H, balance;
the third one is for the H,O balance; the last one is for the CO balance.

Table 4-76 Parameters in New Methanol (Ushikoshi) Production, from Ushikoshi, et
al. (1998) and Indala (2004)

Name Meaning Value

CIDMe CO; indirect conversion to CO in new methanol (Ushikoshi) 0.1176
process

CODCMe CO conversion to methanol in new methanol (Ushikoshi) 0.90
process
Overall H; utilization in new methanol (Ushikoshi) process 1

Overall CO; utilization in new methanol (Ushikoshi) process 1

Table 4-77 Constraint Equations for New Methanol (Ushikoshi) Production

Material Balance
Overall (Fog7 + Foeg) — (Fogo + Fogg + Fogg) =0

Species 13
b CO2: Fyg; = ( 7

+ Fong Yymw(CO,) =0
mw(MeOH) mw(CO)

3F969 F990 )mW(H ) — 0
mw(MeOH) mw(CO) ?

Hy: Fygg —(

F, F,
H,O: ( 2 + 20——)mw(H,0) — Fyy, =0
mw(MeOH) mw/(CO)
CO: Fyq; (mw(CO))(CIDMe)(1- CODCMe) _0
' mw(CO,) -
Energy Balance
Overall (Fg(é\geom /M(MeOH)Hglg/;eOH) +F9(7}<1)20) /M(HZO)HéI;IéO) +F9(9COO) /M(CO)Hggg)))

(COL) / p\f(CONFF(COL) | FrlHy) /pr (Hy)py(HL) (MeOH) _
_(F967 ’ /M ’ 1_19672 + F9682 /M ’ H9682 )+Q0utF969 _QNMED - O

Enthalpy

i i 1 i 1 i 1 i 1 i bi
Function Hi(T)=(a "'EazT "‘gasz +Za4T3 +gasT4 +?1)RT J/mol
1 = CO,, Hy, H,O, CO; k=967, 968, 970, 990
Hf{MEOH) (T) = (—238.54)(1000) + (79.225)(T — 298.15) J/mol k=969

Source: Felder and Roussleu (1986)
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In the overall energy balance, Qnmep is heat input of the new methanol
(Ushikoshi) process in the form of steam in heat exchanger and distillation column
reboilers for heating reactants and product separation, which is calculated from the
energy balance. Qqy is the heat ouput removed by cooling water in heat exchanger and
distillation column condensers for cooling reactants and product separation in the new
methanol (Ushikoshi) process based on the unit of methanol product, 11.5 MJ per Ib of
methanol (Indala, 2004). In enthalpy functions, the coefficients a;, a,, a3, a4, as, and b,
for different species are given in Table A-1 in Appendix A.

In the material balance part, there are 5 variables and 5 equations including one
dependent equation (overall material balance), so the number of degrees of freedom is
1. For the material and energy balance, there are 16 variables and 11 equations
including the dependent overall material balance, so the number of degrees of freedom
is 6.

C-7. Formic Acid (New Process) (Wells, 1999; Thomas, et al., 2001; Dinjus, 1998;
Indala, 2004)

Currently, there are four commercial formic acid processes: hydrolysis of
formamide; hydrolysis of methyl formate; acidolysis of formate salts; and oxidation of
n-butane or naphtha where it is a by-product. Over half of formic acid production
worldwide comes from hydrolysis of methyl formate because of the lower raw
material cost (Wells, 1999). The formation of by-product ammonium sulfate made
hydrolysis of formamide unattractive. The production as a by-product from oxidation
of n-butane and naphtha to acetic acid has declined due to the commercial acetic acid

process without the formic acid by-product.

251



Wells (1999) gave a brief description of the production of formic acid by
hydrolysis of methyl formate. Methanol is reacted with dilute or impure anhydrous CO
in the liquid phase at 80°C and 4.5 MPa over sodium methoxide catalyst with 2.5%
concentration. Methyl formate is the reaction product and unreacted CO is recycled
with the conversion of 64% per pass (Equation 4-70). Methyl formate is degassed and
hydrolyzed with excess water to overcome the unfavorable equilibrium constant at
80°C and under increased pressure (Equation 4-71). The reactor effluent contains
unreacted water and methyl formate, and produced formic acid and methanol.
Methanol and methyl formate are recovered overhead and recycled. The remaining
formic acid-water mixture is distilled and excess water is removed in an extraction
tower using secondary amide to extract. The product obtained is a 90% solution of
formic acid

CH;3;0H + CO — HCOOCH3 AH® = -46 KJ/mol, AG® =2 KJ/mol (4-70)
HCOOCH;+ H,O — HCOOH + CH30H AH° = 20 KJ/mol, AG® =13 KJ/mol (4-71)

Compared to the conventional formic acid process, there are two potentially
new processes that use carbon dioxide for the production of formic acid. Thomas, et
al. (2001) described a laboratory process for the synthesis of formic acid through CO,
hydrogenation in liquid triethylamine over RuCl(O,CMe)(PMes)4 catalyst at 50°C and
10MPa (Equation 4-72). The volume ratio of H, to CO, was 2:3. However, no
separation techniques for the formic acid-triethylamine mixture were provided, and
conversion of the reactants in the reaction was also not mentioned. The new process

described by Dinjus (1998) will be discussed in detail in the next section.
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CO;, + H; + %2 N(C,Hs); — %2 [HCOOH],N(C,Hs)3 (4-72)

Since a production capacity of formic acid was not available in Louisiana
Chemical & Petroleum Products List (1998) and Wells (1999) gave the typical
production capacities of formic acid ranged from 6,000 to 150,000 metric tons per
year. Hence, an average of production capacity of 78,000 metric tons per year was
used for this potentially new process.
C-7-1. Process Description

Dinjus (1998) described an experimental study for the production of formic
acid through hydrogenation of carbon dioxide in aqueous solution over Wilkinson’s
catalyst [CIRh(TPPTS);] at 25°C and 4 MPa (Equation 4-73). The synthesis rate of
formic acid was 3,440 mol formic acid per mol of catalyst. This new method (25°C
and 4MPa) has mild reaction condition than the conventional one (50°C and 4.5 MPa).
On the other hand, the purification costs for the raw material CO; can be eliminated
due to the aqueous solution reaction media since industrial CO, removal from process
waste streams is predominantly carried out in water (Dinjus, 1998). Hence, this new
potential process is selected for HYSYS simulation (Indala, 2004). The block flow
diagram is given in Figure 4.26 with stream definitions from Table 4-78.

CO, (g) + Ha (g) > HCOOH (I)  AH°=-31 KJ/mol, AG® = 33 KJ/mol (4-73)

5942
——> $944
5943 NEW >

——» FORMIC ACID

Figure 4.26 Block Diagram of New Formic Acid Process
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Table 4-78 Description of Process Streams in New Formic Acid Process

Name of Streams Description
Input Steams

S942 CO; to new formic acid process

S943 H; to new formic acid process

Output Streams

S944 Formic acid produced from new formic acid process

C-7-2. Material Balance and Energy Balance

Using the parameters in Table 4-79, the material balance and energy balance of
new formic acid process are given in Table 4-80.

In Table 4-80, the overall material balance for the whole process is given first.
For the species material balance obtained using the reaction equations (4-73), the first
equation is for the HCOOH balance; the second one is for the CO, balance.

In the overall energy balance, Qg4 is heat input of the new formic acid process
in the form of steam in heat exchanger and distillation column reboilers for heating
reactants and product separation, which is calculated from the energy balance. Qg is
the heat output removed by cooling water in heat exchanger and distillation column
condensers for cooling reactants and product separation in the new formic acid process
based on the unit of methanol product, 389 KJ per b of formic acid (Indala, 2004). In
enthalpy functions, the coefficients a,, a,, a3, as4, as, and b; for different species are
given in Table A-1 in Appendix A.

In the material balance part, there are 3 variables and 3 equations including one
dependent equation (overall material balance), so the number of degrees of freedom is

1. For the material and energy balance, there are 10 variables and 7 equations
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including the dependent overall material balance, so the number of degrees of freedom
is 4.

Table 4-79 Parameters in New Formic Acid Production, from Dinjus (1998) and

Indala (2004)
Name Meaning Value
Overall H; utilization in new formic acid process 1
Overall CO; utilization in new formic acid process 1

Table 4-80 Constraint Equations for New Formic Acid Production

Material Balance
Overall (F942 + F943) - F944 =0

Species F
HCOOH: —>*-—mw(HCOOH)-F,,, =0
mw(H,)
CO,: F —&mw(co )=0
942 mw(H,) 2
Energy Balance
Overall RO /M ECOMHGEOOW — (o™ M COVHG™ + Foys! /MU HGR )
+ Qout F;ECOOH) - QFA = 0
Enthal , . ‘ . ‘ ‘ i
Functigr}ll Hi (T)=(a; + la'zT + la;T2 - la;T3 + lagT“ + E)RT J/mol
2 3 4 5 T
1= COQ, Hz
k=942, 943

HOM (T) = (~=424.7)(1000) + (99.5)(T — 298.15) J/mol k=944
Source: Knovel (2003)

C-8. Methylamines (New Process) (Wells, 1999; Arakawa, 1998; Indala, 2004)
Currently, all three methylamines (mono-, di-, and tri-methylamine, i.e.,

MMA, DMA, TMA) are produced by catalytic alkylation of anhydrous ammonia with

methanol. It is not economic to produce only one of the amines even though DMA is

the most desired isomer (Wells, 1999). Another process for methylamines production
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uses formaldehyde instead of methanol. The choice of route is determined by the cost
of raw materials (Wells, 1999).

In the conventional process that uses methanol, vaporized methanol and
ammonia with a molar ratio of 1:2 react at 390-450°C and 1.4 MPa over amorphous
silica-aluminum oxides as catalyst (Equation 4-74, 4-75 and 4-76). The unreacted
methanol and ammonia are separated and recycled back. The methylamine mixture is
extractively distilled under pressure with water. Because the market demand is mainly
for MMA and DMA, most of the formed TMA is recycled back. A total yield of 95%
is obtained in this process (Wells, 1999).

CH;0H + NH3 — CH3NH; + H,O AH® = -17 KJ/mol, AG® = -17 KJ/mol (4-74)
CH;0H + CH3NH; — (CH3),NH + H,O AH°= -37 KJ/mol, AG® = -30 KJ/mol (4-75)
CH;0H + (CH3),NH — (CH3);N + H,O AH° =-46 KJ/mol, AG® = -36 KJ/mol (4-76)

A potentially new process that uses CO, for methylamines production is given
by Arakawa (1998). This potential process selected for HYSYS simulation is
discussed in detail in the next section (Indala, 2004).

Since a production capacity of methylamines was not available in Louisiana
Chemical & Petroleum Products List (1998) and Wells (1999) gave the typical
production capacities of methylamines ranged from 10,000 to 100,000 metric tons per
year. Hence, an average of production capacity of 55,000 metric tons per year was
used as a basis. The production capacity for MMA of this process was set to be 26,400

metric tons per year.
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C-8-1. Process Description

Arakawa (1998) described an experimental process for the production of
methylamines from a mixture of CO,, H,, and NH; over Cu/AL,O; catalyst at 277°C
and 0.6 MPa with feed gas composition H,/CO,/NH3 = 3/1/1 (Equation 4-32, 4-34, 4-
74 and 4-75). MMA and DMA were produced effectively with by-product CO
(Arakawa, 1998). Because this new experimental process (277°C and 0.6MPa)
operates at a lesser temperature and pressure than the conventional process (390-

450°C and 1.4MPa), it is competitive with the conventional process.
CO; + H, —» CO + H,O AH°= 41 KJ/mol, AG® =29 KJ/mol (4-32)
CO +2H; — CH;0H AH®= -90.5 KJ/mol, AG°= -25 KJ/mol (4-34)
CH3;0H + NH3 — CH3NH; + HO AH°=-17 KJ/mol, AG® =-17 KJ/mol (4-74)
CH;0H + CH3NH; — (CH3),NH + H,O AH°=-37 KJ/mol, AG°=-30 KJ/mol (4-75)

The block flow diagram is given in Figure 4.27 with stream definitions from

Table 4-81.
S949
S946 _—>s 950
—>
S947 NEW ‘T’
————>» METHYLAMINES
S948 ‘4>S 95
> —

Figure 4.27 Block Diagram of New Methylamines Process
C-8-2. Material Balance and Energy Balance
Using the parameters in Table 4-82, the material balance and energy balance of

new methylamines process are given in Table 4-83.
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Table 4-81 Description of Process Streams in New Methylamines Process

Name of Streams Description
Input Steams

S946 CO; to new methylamines process

S947 H; to new methylamines process

S948 NHj to new methylamines process

Output Streams

S949 CO and CO; mixture gas produced from new methylamines
process

S950 MMA produced from new methylamines process

S951 DMA produced from new methylamines process

S952 Water produced from new methylamines process

Table 4-82 Parameters in New Methylamines Production, from Arakawa (1998) and

Indala (2004)
Name Meaning Value
CDCONV  CO, conversion in new methylamines process 0.9978
COCONV  CO conversion in new methylamines process 0.90

MMASE  MMA final selectivity based on methanol in new 0.40
methylamines process

DMASE  DMA final selectivity based on methanol in new 0.60
methylamines process
Methanol conversion in new methylamines process 1

In Table 4-83, the overall material balance for the whole process is given with
the mixture stream expression. For the species material balance obtained using the
reaction equations (4-32, 4-34, 4-74 and 4-75), the first equation is for the CO,
balance; the second one is for the H, balance; the third one is for the NH; balance; the
fourth one is for the CO balance; the fifth one is for the MMA balance; the sixth one is
for the DMA balance; the last one is for the water balance.

In the overall energy balance, Qma is heat input of the new methylamines
process in the form of steam in heat exchanger and distillation column reboilers for

heating reactants and product separation, which is calculated from the energy balance.
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Table 4-83 Constraint Equations for New Methylamines Production

Material Balance
Overall (Foss + Fogr + Foyg) = (Foge + Fogp + Fosy + Fosy) =0

F,,, = F{$ 4 E{G0»)
Species  CO,: F,,, — (Fly? +F,,,(CDCONV)) =0
3F950 + 6F951 + F9(4C90)
mw(MMA) mw(DMA) mw(CO)

Ho: Fyp, —( ymw(H,)=0

F. F
NH;: Fy, —( 950 + 2L ymw(NH,) =0
mw(MMA) mw(DMA)

Fyus (mW(CO))(CDCONV)(1 -COCONY) _ o) _

CoO: =0
mw(CO,) o
MMA: Fys (mw(MMA))(CDCONV)(COCONV)(MMASE) F,, =0
mw(CO,)
DMA- Fy,s (mw(DMA))(CDCONV)(COCONV)(DMASE) F. =0
(2)mw(CO,)
HQOI

F,,s (CDCONYV) N Fys, N 2Ky, ymw(H,0)-F,., =0
mw(CO,) mw(MMA) mw(DMA) ’ ”

Energy Balance

Overall  (ZF;5; /MOHG,, + Fogg™™ /M MV + FgMY /MO
R MOHIE) — (RSO MBI + R /MO HL)
+ Fg IMITTHGS) + Qu (Figg™ + Fog™) = Qyyy =0
where 1= CO, CO,

Enthal , . ‘ . ‘ ‘ i
Funcﬁﬁz H, (T) = (a, +%a'2T +%a‘3T2 +%a;T3 +%a'5T4 +%)RT J/mol
1= COz, Hz, NH3, CO, Hzo
k =946, 947, 948, 949, 952
HM(T) = (-22.5)(1000) + (50.1)(T - 298.15) J/mol k=950
Source: Knovel (2003)
H"Y™(T) = (~18.5)(1000) + (70.7)(T — 298.15) J/mol k=951

Source: Knovel (2003)

Qout 1s the heat ouput removed by cooling water in heat exchanger and distillation

column condensers for cooling reactants and product separation in the new
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methylamines process based on the unit of methylamines product, 11.7 MJ per lb of
methylamines (Indala, 2004). In enthalpy functions, the coefficients a;, a,, a3, as, as,
and b, for different species are given in Table A-1 in Appendix A.

In the material balance part, there are 9 variables and 9 equations including one

dependent equation (overall material balance), so the number of degrees of freedom is
1. For the material and energy balance, there are 25 variables and 18 equations
including the dependent overall material balance, so the number of degrees of freedom
is 8.
C-9. Ethanol (EtOH) (New Process) (Wells, 1999; Speight, 2002; Inui, 2002; Kusama,
et al., 1998; Bando, et al., 1998; Yamamoto and Inui, 1998; Takagawa, et al., 1998;
Izumi, et al.,, 1998; Higuchi, et al., 1998; Indala, 2004; Louisiana Chemical &
Petroleum Products List, 1998)

There are three commercial processes for ethanol production (Wells, 1999).
The first one is the indirect catalytic hydration of ethylene with disadvantages such as
handling large volumes of dilute sulfuric acid, energy required for its concentration,
and corrosion caused by the acid. The second one is direct catalytic hydration of
ethylene over phosphoric acid absorbed onto silica gel catalyst at 230-300°C and 6-8
MPa (Equation 4-77). The molar ratio of ethylene to water is 1:0.3-0.8 (Wells, 1999).
The conversion of ethylene to ethanol is about 4% per pass with a net yield of 97%
due to large recycle volume of unconverted ethylene and diethyl ether (Equation 4-78)
(Speight, 2002). The third new process for ethanol synthesis has three steps:
carbonylation of methanol with carbon monoxide to acetic acid; acetic acid esterified

with methanol to methyl acetate; and methyl acetate hydrogenolysis to ethanol and

methanol. Wells (1999) gave the overall reaction equation (4-79).
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CH, = CH,+ H,0 — C,HsOH AH® = -45.5 KJ/mol, AG® = -8 KJ/mol (4-77)
2C,;Hs0H < (C;H5),0 + H,O AH® = -24 KJ/mol, AG® = -15 KJ/mol (4-78)
CH;0H + CO + 2H; — C,HsOH + H,O AH® = -165 KJ/mol, AG® = -97 KJ/mol (4-79)
For potentially new processes for ethanol from carbon dioxide, Inui (2002)
reviewed five experimental processes for synthesis of ethyl alcohol from the
hydrogenation of carbon dioxide with the same ratio of H, to CO, = 3:1 (Equation 4-
80). In the first case, the reaction condition was 573 K and 6.9 MPa over Rh-Li-
Fe/Si10,; catalyst with 10.5% both of the conversion of carbon dioxide to ethanol and
the selectivity to ethanol. In the second case, the reaction condition was 513-533K and
4.9 MPa over Cu-Zn-Fe-K catalyst with 21.2% both of the conversion of carbon
dioxide to ethanol and the selectivity to ethanol. In the third case, the reaction
condition was 583 K and 8 MPa over Fe-Cu-Zn-Al-K catalyst with 28.5% both of the
conversion of carbon dioxide and the selectivity to ethanol. In the fourth case, the
reaction condition was 623 K and 8 MPa over (Rh/MFI-silicate)-(Fe-Cu-Zn-Al-K)
catalyst with 12.8% both of the conversion of carbon dioxide and the selectivity to
ethanol. In the fifth case, the reaction condition was 603 K and 8 MPa over (Fe-Cu-Al-
K)-(Cu-Zn-Al-K.Ga.Pd) catalyst with 25.1% both of the conversion of carbon dioxide
and the selectivity to ethanol.
2CO; + 6H, — C,HsOH + 3H,O AH® = -173 KJ/mol, AG® = -65 KJ/mol (4-80)
Kusama, et al. (1998) described a laboratory process for ethanol synthesis

through hydrogenation of carbon dioxide over Rh/SiO, catalyst at 533K and 5 MPa
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with the feed gas composition H,:CO; = 3:1 and 2% of the selectivity to ethanol
(Equation 4-80).

Bando, et al. (1998) gave an experimental process for the hydrogenation of
carbon dioxide over Rh ion exchanged zeolite catalysts at 523 K and 3 MPa with the
feed gas contains hydrogen and carbon dioxide with a composition of 3:1, along with
1.8% CO. No reaction mechanism was provided. Main products were methane, carbon
monoxide, and ethyl alcohol with 7% of conversion of carbon dioxide and 16%, 40%,
38% of selectivity to ethanol, methane and carbon monoxide, respectively.

Yamamoto and Inui (1998) provided a method for the synthesis of ethanol over
Cu-Zn-Al-K and Fe-Cu-Al-K mixed oxide catalyst at 603K and 8 MPa with the feed
gas composition H»/CO, = 3/1. No reaction mechanism was provided. The products
were ethyl alcohol, methanol, hydrocarbons, and carbon monoxide. The CO, overall
conversion was 54.5% with 5% to ethanol.

Takagawa, et al. (1998) described hydrogenation of carbon dioxide for the
synthesis of ethanol over K/Cu-Zn-Fe oxide catalyst at 573K and 7MPa with 3:10of the
ratio of H, to CO,. CO; conversion was 44% and selectivity to ethanol was 20%.

Izumi, et al. (1998) gave an experimental process for ethanol from carbon
dioxide and hydrogen over [Rh;,Se]/TiO; catalyst at 623K and 47 kPa with the ratio
of 2:1 H; to CO,. The reaction path for the formation of ethanol was described as CHy
(a) + COy (a) — acetate (a) — ethanol. CO, conversion was 83% and ethanol

selectivity was 80%.
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In general, the above potentially new processes for ethanol synthesis from CO,
and hydrogen are not as profitable as the new process described by Higuchi, et al.
(1998) which is discussed in detail in the next section (Indala, 2004).

The capacity of this process is set to be 104,000 metric tons per year of
ethanol. This was based on an ethanol plant of Shepherd Oil, located in Jennings, LA,
with the capacity of 300 million gallons of ethanol per year (108,000 metric tons per
year) (Louisiana Chemical & Petroleum Products List, 1998).

C-9-1. Process Description

Higuchi, et al. (1998) described an experimental process for the ethanol
synthesis from CO, hydrogenation over K/Cu-Zn-Fe-Cr oxide -catalyst in a
conventional flow reactor at 300°C and 7 MPa (Equation 4-80). The catalyst exhibited
a long catalytic life because of its slow segregation rate. The conversion rate of CO,
was 35% and selectivity to ethanol was 16%.

2CO;, + 6H, — C,HsOH +3H,0  AH° =-173 KJ/mol, AG® = -65 KJ/mol (4-80)

Compared with the conventional process, the operating temperature and
pressure of the new process (300°C and 7 MPa) are in the same range as those of
conventional process (230-300°C and 6-8 MPa). The 35% conversion of CO; is higher
than the 4% conversion of ethylene to ethanol per pass in conventional process.
Meanwhile, the catalyst used in the new process had a long life without deactivation.
Hence, this new process was selected for HYSY'S simulation and incorporated into the

chemical complex.
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The block flow diagram is given in Figure 4.28 with stream definitions from

Table 4-84.
S980 S982
> — >
3981 NEW ETHANOL 3983
e —

Figure 4.28 Block Diagram of New Ethanol Process

Table 4-84 Description of Process Streams in New Ethanol Process

Name of Streams  Description
Input Steams

S980 CO; to new ethanol process

S981 H; to new ethanol process

Output Streams

S982 Ethanol solution produced from new ethanol process
S983 Water produced from new ethanol process

C-9-2. Material Balance and Energy Balance

Using the parameters in Table 4-85, the material balance and energy balance of

new ethanol process are given in Table 4-86.

Table 4-85 Parameters in New Ethanol Production, from Higuchi, et al. (1998) and
Indala (2004)

Name  Meaning Value
WTEtB Weight fraction of ethanol solute in ethanol solution in new 0.88
ethanol process
Overall CO; utilization in new ethanol process 1
Overall H, utilization in new ethanol process 1

In Table 4-86, the overall material balance for the whole process is given with
the mixture stream expression. For the species material balance obtained using the
reaction equations (4-80), the first equation is for the CO, balance; the second one is

for the H, balance; the last one is for the water balance.
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Table 4-86 Constraint Equations for New Ethanol Production

Material Balance
Overall  (F,,, +F,) = (Fy, + Fois) =0

F982 = F9(8E;OH) + F9(8H220)
Species 2F(E0m
p 2 By _me(coz) =0
mw (EtOH)
GF(EOH)
Hy: Fyy ———2——mw(H,) =0
mw(EtOH)
3RO (H,0)
HIO: o o MW(HL0) — (B + ) =0

Energy Balance
Overall  (SF, /MPVHG, + F® /M®™OHE) — (B /MO HE

(H,) (Hy) py(Hy) —
+F9812 /M H9812 )+QoutF982 _QETB =0

where 1 = EtOH, H,O
Enthalpy

i S T 1, 1, b

Function Hi(T) = (a; +5a12T+§a13T2 "‘ZaZTS +§af5T4 +?1)RT J/mol
1= COz, Hz, H20
k =980, 981, 982, 983

H""(T) = (-277.6)(1000) + (112.3)(T — 298.15) J/mol k=982

Source: Knovel (2003)

In the overall energy balance, Qgrp is heat input of the new ethanol process in
the form of steam in heat exchanger and distillation column reboilers for heating
reactants and product separation, which is calculated from the energy balance. Qg 1s
the heat output removed by cooling water in heat exchanger and distillation column
condensers for cooling reactants and product separation in the new ethanol process
based on the unit of ethanol solution product, 13.5 MJ per Ib of ethanol solution
(Indala, 2004). In enthalpy functions, the coefficients a;, a,, as, as, as, and b; for

different species are given in Table A-1 in Appendix A.
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In the material balance part, there are 6 variables and 6 equations including one
dependent equation (overall material balance), so the number of degrees of freedom is
1. For the material and energy balance, there are 16 variables and 12 equations
including the dependent overall material balance, so the number of degrees of freedom
is 5.

C-10. Dimethyl Ether (DME) (New process) (Turton, et al., 1998; Tao, et al., 2001;
Jun, et al., 1998; Romani, et al., 2000; Jun, et al., 2002; Indala, 2004)

Dimethyl ether (DME) is produced commercially by catalytic dehydration of
methanol over an amorphous alumina catalyst treated with 10.2% silica at 250-368°C
and 1.5 MPa (Equation 4-69) (Turton, et al., 1998). The single-pass conversion of
methanol is about 80%.

2CH3;0H — CH3;0CH; + H,0O AH® = -24 KJ/mol, AG® = -17 KJ/mol (4-69)

There are four new experimental studies for the production of DME where
three use CO; as a raw material and the other one uses natural gas as a feedstock.
These are described below.

Tao, et al. (2001) reported a laboratory process for the production of methanol
and DME from CO; hydrogenation over the mixture catalysts of Cu-Zn-Al-Cr mixed
oxide catalyst and HZSM catalyst (Cu-ZnO-ALO;-Cr,0s; + H-ZSM-5
(S10,/A1,05=80)) at 523 K and 3 MPa (Equation 4-68 and 4-69). The total yield of
DME and methanol was higher than 26% with over 90% selectivity to DME.

CO; + 3H,; — CH;0OH + H,0O AH? = - 49 KJ/mol, AG® = 3.5 KJ/mol (4-68)

2CH;0H — CH3;0CH; + H,O AH® = -24 KJ/mol, AG® = -17 KJ/mol (4-69)
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Jun, et al. (1998) described a process for production of methanol and DME by
CO; hydrogenation over a hybrid catalyst of Cu/ZnO/Cr,0; and CuNaY zeolite, which
was discussed in the new methanol production section.

Romani, et al. (2000) described a three-step large-scale process for the
production of DME from natural gas, synthesis gas preparation, synthesis of methanol
and DME, and product separation and purification. Since the research interest is the
processes consume COs, this process is not considered.

Above three processes are not included in the chemical complex because they
were not competitive with the potentially new process described by Jun, et al. (2002)
which is discussed in detail in the following section.

Since there was no available production capacity for DME in Louisiana
Chemical & Petroleum Products List (1998), a typical production capacity of 100
million pounds per year was taken as a basis. Hence, the capacity of the new process
for DME was set to be 45,800 metric tons per year (Indala, 2004).

C-10-1. Process Description

Jun, et al. (2002) gave a potentially new process for the synthesis of DME
from CO, hydrogenation over the y-Al,O; modified with 1% silica catalyst in a fixed-
bed reactor at 523 K and 0.053 MPa (Equation 4-32, 4-34 and 4-69). The conversion
of intermediate methanol to DME was 70%.

CO, +H; —» CO + H,O AH® =41 KJ/mol, AG® =29 KJ/mol (4-32)
CO + 2H, — CH3;0H AH® =-90.8 KJ/mol, AG® =-25 KJ/mol (4-34)

2CH30H — CH30CH; + H,O AH® = -24 KJ/mol, AG® = -17 KJ/mol (4-69)
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Compared to the conventional process, the operating condition of the new
process (523 K and 0.053 MPa) is milder than that of the conventional process (523-
641 K and 1.5 MPa). The intermediate methanol conversion to DME in the new
process is 70% closer to the 80% conversion in the conventional process.

The block flow diagram is given in Figure 4.29 with stream definitions from

Table 4-87.
S986
—>
S984 S987
> NEW | >
S985 DME S988
—> —
S989
—>

Figure 4.29 Block Diagram of New DME Process

Table 4-87 Description of Process Streams in New DME Process

Name of Streams Description
Input Steams

S984 CO; to new DME process

S985 H, to new DME process

Output Streams

S986 CO produced from new DME process

S987 DME produced from new DME process
S988 Methanol produced from new DME process
S989 Water produced from new DME process

C-10-2. Material Balance and Energy Balance

Using the parameters in Table 4-88, the material balance and energy balance of
new DME process are given in Table 4-89.

In Table 4-89, the overall material balance for the whole process is given first.

For the species material balance obtained using the reaction equations (4-32, 4-34 and
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Table 4-88 Parameters in New DME Production, from Jun, et al. (2002) and Indala

(2004)
Name Meaning Value
COMeD CO conversion rate to methanol in new DME process 0.63
MeDMED Methanol conversion rate to DME in new DME process 0.89
Overall CO; conversion rate in new DME process 1

Table 4-89 Constraint Equations for New DME Production

Material Balance

Overall (Fogs + Fogs) — (Fogg + Fogy + Fogg + Fogy) =0
Species F, 2F, F
P COy: F984 —( 986 4 987 i 988
mw(CO) mw(DME) mw(MeOH)
F986 + 6F987 + 3 F988
mw(CO) mw(DME) mw(MeOH)
Fye, (1 - COMeD)

ymw(CO,) =0

Ho: Fogs —( ymw(H,) =0

CO: mw(CO)—-Fy, =0
mW(CO , ) ( ) 986
DME- Fy, (COMeD)(MeDME) mw(DME) — F,q, = 0
(2)mw(CO,)
MeOH: Fys (COMeD)(1 - MeDMED) mw(MeOH) - Fyy, =0
mw(CO,)
H,O: ( Fop + For ymw(H,0) - Foy =0
mw(CO,) mw(DME)
Energy Balance

(CO) (CO)17(CO) (DME) (DME) 1 1(DME) (MeOH) (MeOH) 1 7 (MeOH)
Overall (F986 /M Hge ' + Fog M Hogr ™ + Fogg M Hgs

+ Fg(gZO) /M(HZO)HgI;;O)) _ (F9(§102) /M(Coz)Hggf‘)z) + F9(;2) /M(HZ)HgIéI;))
(DME) _
+QuuFos;  —Qpye =0

Enthal . . . , , ' b
o H, (T) =(a, +%a‘2T+%a‘3T2 +%aLT3 +%a‘5T4 +?‘)RT J/mol

Function
1= COz, Hz, CO, DME, HzO
k =984, 985, 986, 987, 989
HMO (T) = (-238.54)(1000) + (79.225)(T — 298.15) J/mol k=988
Source: Felder and Roussleu (1986)
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4-69), the first equation is for the CO, balance; the second one is for the H, balance;
the third one is for the CO balance; the fourth one is for the DME balance; the fifth
one is for the methanol balance; the last one is for the H,O balance.

In the overall energy balance, Qpme is heat input of the new DME process in
the form of steam in heat exchanger and distillation column reboilers for heating
reactants and product separation, which is calculated from the energy balance. Qo is
the heat output removed by cooling water in heat exchanger and distillation column
condensers for cooling reactants and product separation in the new DME process
based on the unit of DME product, 5.9 MJ per 1b of DME (Indala, 2004). In enthalpy
functions, the coefficients a;, a,, a3, a4, as, and b; for different species are given in
Table A-1 in Appendix A.

In the material balance part, there are 6 variables and 7 equations including
two dependent equations (overall material balance and CO, balance), so the number of
degrees of freedom is 1. For the material and energy balance, there are 19 variables
and 14 equations including the dependent overall material balance and CO, balance,
so the number of degrees of freedom is 7.

C-11. Graphite and Hydrogen (New process) (Speight, 2002; Arakawa, 1998; Motiei,
et al., 2001; Nishiguchi, et al., 1998; Indala, 2004)

Graphite is a soft crystalline form of carbon different from amorphous carbon
and diamond. Currently, graphite is produced from retort or petroleum coke at about
2,700°C where the amorphous carbon is processed into graphite (Speight, 2002).
Meanwhile, there are some new experimental methods consuming CO, for the

production of graphite.
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Arakawa (1998) described an experimental process for graphite production
from carbon dioxide CO by direct hydrogenation over a WO; or Y,0; catalyst at
700°C and 0.1 MPa. The feed gas composition was H,/CO,/N, = 2/1/5. The
conversion of carbon dioxide was 60% and the selectivity to graphite was 40%.

Motiei, et al. (2001) reported a laboratory process for synthesizing carbon
nanotubes and nested fullerenes, along with graphite, from supercritical CO, at
1,000°C and 1,000 MPa with 16% yield of carbonaceous materials. But 59% of the
gases leaked out during the reaction because of the high pressure involved.

The above two new methods can not compete with the potentially new process
described by Nishiguchi, et al. (1998) based on process ecomomic evaluation, which is
discussed in detail in the following section (Indala, 2004).

Since there was no available production capacity for graphite in Louisiana
Chemical & Petroleum Products List (1998), a typical production capacity of 100
million pounds per year was taken as a basis. Hence, the capacity of the new process
for graphite was set to be 46,000 metric tons per year (Indala, 2004).

C-11-1. Process Description

Nishiguchi, et al. (1998) described an experimental process for the production
of graphite by catalytic reduction of carbon dioxide with methane as an intermediate
over Ni supported on SiO, catalyst. Two-stage reaction mechanism was provided:
recycled methane decomposed into graphite carbon and hydrogen, and hydrogen

treated with CO, to produce methane and water (Equation 4-81, 4-25 and 4-82). The
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operating condition was 500°C, atmospheric pressure, and the feed gas composition
H,/CO,/N;, = 4/1/3. The conversion of CO; to graphite carbon was 70%.
2CH4 — 2C + 4H, AH® = 150 KJ/mol, AG® = 101 KJ/mol (4-81)
CO, +4H,; — CH4 + 2H,0  AH°®=-165 KJ/mol, AG® = -113 KJ/mol (4-25)
CH4(g) + CO2(g) — 2C (s) + 2H,O (1)  overall reaction (4-82)
Compared with the convention process, the new process (500°C) has much
lower temperature than the conventional process (2,700°C). High CO, conversion
(70%) and the stable catalyst activity makes the new process competitive with the
conventional process and included in the chemical complex.

The block flow diagram is given in Figure 4.30 with stream definitions from

Table 4-90.
$994
$992 — >
277 ) NEW 995
$993 GRAPHITE [ Q>
777 ) $996
—

Figure 4.30 Block Diagram of New Graphite Process

Table 4-90 Description of Process Streams in New Graphite Process

Name of Streams  Description
Input Steams

S992 CH, to new graphite process

S993 CO, to new graphite process

Output Streams

S994 H, produced from new graphite process

S995 Graphite produced from new graphite process
S996 Water produced from new graphite process
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C-11-2. Material Balance and Energy Balance
Using the parameters in Table 4-91, the material balance and energy balance of
new graphite process are given in Table 4-92.

Table 4-91 Parameters in New Graphite Production, from Nishiguchi, et al. (1998) and

Indala (2004)
Name Meaning Value
MCR Weight ratio of CHs to CO, in the feedstock in the new 0.54
graphite process
Overall CHy4 conversion rate in new graphite process 1
Overall CO; conversion rate in new graphite process 1

Table 4-92 Constraint Equations for New Graphite Production

Material Balance
Overall (Fogy + Fog3) = (Fygy + Fogs + Fos) =0

Species E E
: =2 22 —)mw(C) — Fyps = 0
mw(CH,) mw(CO,)
2F, 4F,
Ho: Fpy —(— 0~ 22— )mw(H,) =0
mw(C) mw(CO,)
H,0: 2F$mw(H20) —Fy =0
mw(CO,)
COy: F,y, — Foo;(MCR) =0

Energy Balance
Overall (KLY /M HI + B /MOOHIS) + RS /M HE)
= (Fgoy ™" /M HG, + B /MEOVHG) + Q Figd = Qg =0
Enthal A 1. 1 . 1 . 1 . b!
Funcﬁgz H, (T) = (a, +§a‘2T+§a‘3T2 +Za;T3 +§a;T4 +?1)RT J/mol

1= CH4, COz, Hz, C, HzO
k=992, 993, 994, 995, 996

In Table 4-92, the overall material balance for the whole process is given first.
For the species material balance obtained using the reaction equations (4-81, 4-25 and
4-82), the first equation is for the graphite balance; the second one is for the H,

balance; the third one is for the H,O balance; the last one is for the CO, balance.
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In the overall energy balance, Qgn is heat input of the new graphite process in
the form of steam in heat exchanger and distillation column reboilers for heating
reactants and product separation, which is calculated from the energy balance. Qo is
the heat output removed by cooling water in heat exchanger and distillation column
condensers for cooling reactants and product separation in the new graphite process
based on the unit of graphite product, 11.4 MJ per Ib of graphite (Indala, 2004). In
enthalpy functions, the coefficients a;, a,, a3, as4, as, and b; for different species are
given in Table A-1 in Appendix A.

In the material balance part, there are 5 variables and 5 equations including one
dependent equation (overall material balance), so the number of degrees of freedom is
1. For the material and energy balance, there are 16 variables and 11 equations
including the dependent overall material balance, so the number of degrees of freedom
is 6.

C-12. Hydrogen (New Process) (Speight, 2002; Song, et al., 2002; Inui, 2002; Wei, et
al., 2002; Nakagawa, et al., 2002; Effendi, et al., 2002; Tomishige, et al., 1998;
Shamsi, 2002; Indala, 2004; Louisiana Chemical & Petroleum Products List, 1998)

To provide H; needed in the potentially new processes consuming CO, in the
previous sections, the H, sources will be discussed here. The commercial process for
hydrogen production is steam reforming of natural gas involving reforming and shift
conversion (Equation 4-21 and 4-22). Desulfurized natural gas is mixed with steam
over a nickel catalyst in a reforming furnace at 760-980°C and 4.1 MPa (Speight,
2002). Formed gas mixture of CO and H, enters a shift converter where carbon

monoxide reacts with more steam to produce hydrogen and CO; over iron or chromic
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oxide catalysts at 425°C. The product mixture gas of CO, and H, are separated using
monoethanolamine absorbing and desorbing CO, (Speight, 2002).
CH4 + H,O — CO + 3H; AH® =206 KJ/mol, AG® = 142 KJ/mol (4-21)
CO +H,0 — CO;, + Hy AH? = -41 KJ/mol, AG® = -29 KJ/mol (4-22)
There are many experimental processes consuming CO; to produce either pure
H, or synthesis gas through reforming of methane, which is a good source of H, for
the chemical complex. Some of these potentially new processes are reviewed here.
Song, et al. (2002) gave the new process to produce CO rich synthesis gas
from CO; reforming of methane over Ni/Al,Os3 catalyst at 750°C and 1 atm with
equimolar methane and CO, input (Equation 4-83). The results were 91.8% CO,
conversions, 95.3% CHy4 conversion, 82% CO yield, 66% H, yield, and product
composition of Hy/CO = 0.81.
CH4 + CO, — 2H, +2CO AH® =247 KJ/mol, AG°® =171 KJ/mol (4-83)
Inui (2002) discussed the catalyst role in the production of synthesis gas
through CO; reforming of methane. The highest CH4 conversion rate was 82.2% over
a Rh-modified four-component catalyst at 700°C and 1 atm. The observed conversion
of methane was 80.8%.
Wei, et al. (2002) described an experimental process of reforming methane to
synthesis gas through over Ni supported ultra fine ZrO, catalyst at 757°C and latm
with equimolar CH4 and CO, input (Equation 4-83). There was no deactivation of the

catalyst for over 600 hours. The results were 88.3% CO, conversions, 86.2% CHy4
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conversion, 95.4% CO selectivity, 66% H; selectivity, and product composition of
H,/CO = 0.83.

Nakagawa, et al. (2002) reported a new process for synthesis gas production by
reforming methane over a Ru loaded Y»O; catalyst at 600°C and 1 atm with equimolar
CH4 and CO; input (Equation 4-83). The results were 35.5% CO; conversions, 30%
CH4 conversion, 32.7% CO yield, 27% H, yield, and product composition of H,/CO =
0.83.

Effendi, et al. (2002) described an experimental process for reforming methane
to synthesis gas over Ni/Si0,-MgO catalyst at 700°C and 1 atm with the feed gas
composition CO,/CH4 = 0.84 (Equation 4-83). The conversions of CH4 and CO, were
37.7% and 52.7%, respectively, and synthesis gas composition was H,/CO = 0.69.

Tomishige, et al. (1998) described a laboratory process by reforming methane
for the production of synthesis gas over a nickel-magnesia solid solution catalyst at
850°C and 0.1 MPa with equimolar of CH4 and CO, input (Equation 4-83). The
conversion of methane was 80%. Meanwhile, the catalyst was inexpensive compared
to the other commercial catalysts, and was effective in preventing the coke deposition
inside the reactor (Tomishige, et al., 1998).

According process evaluation by Indala (2004), the above new processes for
the production of synthesis gas could not compete with the potentially new process
described by Shamsi (2002) which is discussed in the following section and included

in the chemical complex as a H; source.
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The process production capacity was set to be 13,400 metric tons of H, per
year. This was based on a hydrogen plant of Air Products and Chemicals Inc., located
in Geismar, LA, with the capacity of 15 million cubic feet per day (Louisiana
Chemical & Petroleum Products List, 1998).

C-12-1. Process Description

Shamsi (2002) reported three laboratory processes of CO, reforming methane
to produce synthesis gas over three different catalysts. The best reaction condition was
at 850°C and 1 atm over a noble metal catalyst of 1% rhodium supported on alumina
in a fixed bed reactor (Equation 4-83). The conversions of methane and CO, were both
97%. The reported yield of CO was 96% with equimolar products of CO and Ho.

CH4 + CO, — 2H, +2CO AH® =247 KJ/mol, AG®° = 171 KJ/mol (4-83)

Compared with the conventional process, the new process (850°C) operates in
the same temperature range as the conventional process (760-980°C). But, the new one
(0.1 MPa) operates very lower pressure than the conventional process (4.1 MPa). On
the other hand, the new process had the competitive high yields of the products with
better performance catalysts. Hence, the potentially new process was selected for the
HYSYS simulation and included in the chemical complex.

The block flow diagram is given in Figure 4.31 with stream definitions from

Table 4-93.
S934 S936
— > >
NEW
S935 S937
> HYDROGEN L 5

Figure 4.31 Block Diagram of New Hydrogen Process
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Table 4-93 Description of Process Streams in New Hydrogen Process

Name of Streams Description

Input Steams

S934 CH4 to new hydrogen process

S935 CO; to new hydrogen process

Output Streams

S936 H; produced from new hydrogen process
S937 CO produced from new hydrogen process

C-12-2. Material Balance and Energy Balance

Using the parameters in Table 4-94, the material balance and energy balance of
new hydrogen process are given in Table 4-95.

In Table 4-95, the overall material balance for the whole process is given first.
For the species material balance obtained using the reaction equations (4-83), the first
equation is for the CHy4 balance; the second one is for the CO; balance; the last one is
for the CO balance.

In the overall energy balance, Qsyngc 1S heat input of the new hydrogen
process in the form of steam in heat exchanger and distillation column reboilers for
heat supply of the endothermic reaction and product separation, which is calculated
from the energy balance. Qo is the heat output removed by cooling water in
distillation column condensers for product separation in the new hydrogen process
based on the unit of hydrogen product, 1.4 MJ per Ib of hydrogen (Indala, 2004). In
enthalpy functions, the coefficients a;, a,, a3, as, as, and b; for different species are
given in Table A-1 in Appendix A.

In the material balance part, there are 4 variables and 4 equations including one

dependent equation (overall material balance), so the number of degrees of freedom is
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1. For the material and energy balance, there are 13 variables and 9 equations
including the dependent overall material balance, so the number of degrees of freedom
is 5.

Table 4-94 Parameters in New Hydrogen Production, from Shamsi (2002) and Indala

(2004)
Name Meaning Value
Overall CHy4 conversion rate in new graphite process 1
Overall CO; conversion rate in new graphite process 1
H; selectivity in new hydrogen process 1

Table 4-95 Constraint Equations for New Hydrogen Production

Material Balance
Overall (Fo34 + Fozs) = (Fogg + Foy) =0

Species E
P CHa: F934 —29—3(61_1)1’1'1W(CH4) =0
mw(H,
F.
C02: F935 —ﬁ‘j&l)mW(coz) =0
2
CO: &mw(CO) -F;, =0
mw(H,)
Energy Balance

(Hy) (Hy) py(Hy) (CO) (CO) 1y (CO) (CHy) (CH4) 17(CHy)
Overall (F9362 /M H9362 + F937 /M H937 )_ (F934 CIMT Hoz.44
(CO,) (COy) 1y (COy) (Hy) _
+Foys ' /MY Hgis 2" ) + Q Fosg” — Qgsynge =0

Enthalpy . : 1 . 1 . 1 i 1 i bi
Function Hi(T)=(a "'EazT"'gasz +Za4T3 +ga5T4 +?1)RT J/mol

1 = CH,4, CO», H,, CO
k =934, 935, 936, 937

C-13. Propylene (New Processes) (Pellegrino, 2000; Speight, 2002; Wells, 1999;
Takahara, et al., 1998; Indala, 2004; C & EN, 2003; Louisiana Chemical & Petroleum
Products List, 1998)

Propylene has a potential energy savings of 98 trillion BTUs per year though

improved catalysts (Pellegrino, 2000). The conventional production of propylene is
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the steam cracking of hydrocarbons. Propane, naphtha, or gas oil is used as a feedstock
and propylene and ethylene are co-products (Speight, 2002). 70% of world propylene
production is obtained as co-product from naphtha cracking, with 2% from propane
and the remainder from refinery operations and dehydrogenation (Wells, 1999). The
overall chemical reaction using propane as feedstock (Equation 4-84) takes place at a
temperature of 750-870°C and 31-37 atm, with the propylene yield 14-18% and the
ethylene yield 42-45% (Wells, 1999).
2CsHg— CsHg + CoHs + CHs + Hy  AH® =205.5 KJ/mol, AG® =127.5 KJ/mol (4-84)
Two new processes for propylene production are discussed and included in the
chemical complex after HYSYS simulation, one from dehydrogenation of propane
using CO,, and the other from dehydrogenation of propane. The first one consumes
carbon dioxide and the other is a source of hydrogen for hydrogenation of carbon
dioxide.

C-13-1. Propane Dehydrogenation by CO, (New Propylene by CO,) (Takahara, et al.,
1998; Indala, 2004; Louisiana Chemical & Petroleum Products List, 1998)

The process production capacity was set to be 41,900 metric tons of propylene
per year. This was based on a plant of Union Texas Ethylene Corporation, located in
Geismar, LA, with the capacity of 92 million pounds propylene per year (Louisiana
Chemical & Petroleum Products List, 1998).

C-13-1-1. Process Description
Takahara, et al. (1998) described a new laboratory process by dehydrogenation

of propane using carbon dioxide for the synthesis of propylene over Cr,Os/SiO;
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catalyst at 550°C and 1 atm (Equation 4-85). The major by-products were CO and H,.
The conversion of propane was 45% and the yield to propylene was 10 %.
2Cs;Hg + CO, — 2C3Hg + CO + H,O + Hy AH® = 289 kJ/mol, AG® =201 kJ/mol (4-85)
Compared with the conventional process, the reaction condition of the new
process (550°C and 1 atm) is much milder than that of the conventional process (750-
870°C and 31-37 atm). The yield of propylene in the new process (10%) is
comparable with that of the conventional process (14-18%). On the other hand, CO,
feedstock from other process emissions can suppresses catalyst deactivation in the new
process. Hence, this new process was simulated with HYSYS and included in the
chemical complex. The block flow diagram is given in Figure 4.32 with stream

definitions from Table 4-96.

S913
>

S911 NEW S914
T PROPYLENE ‘T
> BY CO, ‘ >

S916
>

Figure 4.32 Block Diagram of New Propylene by CO, Process

Table 4-96 Description of Process Streams in New Propylene by CO, Process

Name of Streams Description
Input Steams

S911 Propane to new propylene by CO, process

S912 CO; to new propylene by CO, process

Output Streams

S913 CO produced new propylene by CO; process

S914 Propylene produced from new propylene by CO; process
S915 Water produced from new propylene by CO, process
S916 H, produced from new propylene by CO, process
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C-13-1-2. Material Balance and Energy Balance
Using the parameters in Table 4-97, the material balance and energy balance of
new propylene by CO, process are given in Table 4-98.

Table 4-97 Parameters in New Propylene Production by CO,, from Takahara, et al.
(1998) and Indala (2004)

Name  Meaning Value
Overall propane conversion rate in new propylene by CO, 1
process
Propylene selectivity in new propylene by CO, process 1

Table 4-98 Constraint Equations for New Propylene Production by CO,

Material Balance
Overall  (F,,, +F,,)—(Fy; +Fy, +Fyys +Fp) =0

Species 13
P C:Hsg: F),, ———2*—mw(C,H,)=0
mw(C,H,)
F
0 — X ——mw(CO,)-F,, =0
2 2mW(C3H6) ( 2) 912
F
Hy: ———mw(H,)-F,, =0
2 2mW(C3H6) ( 2) 916
F
0: —2 ——mw(CO)-F,, =0
2mw(C,Hy)
F
H,0: —*——mw(H,0)-F,; =0
2mw(C,Hy)
Energy Balance

Overall (F9(1C30) /M(CO)Hg(l:?) +F9(f43H6) /M(C3H6)Hg%;H6) +F9(f1520> /M(HZO)H(S}IISZO)
+ F9(1H62) /M(HZ)HgI;Ié)) _ (Fg(ﬁsz) /M(C3H8)H$iH8) + F9(1C202) /M(COZ)HE;ZOZ))

(C3Hg) _
+QoutF9143 ‘ _QPPEN =0

Enthal . . ) ) ) ] bi
Function  Hi(D) = (@} + JaiT+ 30T 4l T + ZalT* + 2HRT  Jimol

1 = C3Hg, CO,, CO, C3Hg, H,0O, Hy
k=911,912,913, 914, 915, 916
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In Table 4-98, the overall material balance for the whole process is given first.
For the species material balance obtained using the reaction equations (4-85), the first
equation is for the C;Hg balance; the second one is for the CO, balance; the third one
is for the H, balance; the fourth one is for the CO balance; the last one is for the HO
balance.

In the overall energy balance, Qppgy is heat input of the new propylene by CO,
process in the form of steam in heat exchanger and distillation column reboilers for
heat supply of the endothermic reaction and product separation, which is calculated
from the energy balance. Qo is the heat output removed by cooling water in heat
exchanger and distillation column condensers for product separation in the new
propylene by CO; process based on the unit of propylene product, 3.2 MJ per Ib of
propylene (Indala, 2004). In enthalpy functions, the coefficients a,, a,, a3, as, as, and b,
for different species are given in Table A-1 in Appendix A.

In the material balance part, there are 6 variables and 6 equations including one
dependent equation (overall material balance), so the number of degrees of freedom is
1. For the material and energy balance, there are 19 variables and 13 equations
including the dependent overall material balance, so the number of degrees of freedom
is 7.

C-13-2. Propane Dehydrogenation (C & EN, 2003; Indala, 2004; Louisiana Chemical
& Petroleum Products List, 1998)

The process production capacity was set to be 41,800 metric tons of propylene

per year. This was based on a plant of Union Texas Ethylene Corporation, located in
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Geismar, LA, with the capacity of 92 million pounds propylene per year (Louisiana
Chemical & Petroleum Products List, 1998).
C-13-2-1. Process Description

The world largest propane dehydrogenation plant for propylene production,
which was built and operated by BASF Sonatrac PropanChem S.A., has started its trial
operations at Tarragona, Spain (Equation 4-86) (C & EN, 2003). It is the first plant in
Europe to use UOP LLC’s C; Oleflex technology to only produce propylene from
propane with the capacity of 350,000 metric tons per year of propylene. The reaction
condition is 600°C and 1 atm over a proprietary platinum catalyst from UOP (called
DeH-14) with 85% selectivity to propylene and 40% propane conversion per pass (C
& EN, 2003).

C3;Hg — CsHg + Ha AH® = 124 kJ/mol, AG® = 86 kJ/mol (4-86)

Compared with the conventional process (steam cracking), the new process has
much milder reaction condition (600°C and 1 atm) than the conventional process (750-
870°C and 31-37 atm). No by-product ethylene is produced in the new process with
the by-product H, that can be used as a feedstock in other CO, hydrogenation
processes. It is more economical to use the propane dehydrogenation process than the
conventional process because only propylene is needed at the Tarragona site and the
production cost is at most one fourth of the conventional process (C & EN, 2003). On
the other hand, since this new process has already started trial operation with industrial
production scale at Tarragona, Spain, this process is more realistic than laboratory

scale processes. Meanwhile, there are no such plants in the lower Mississippi River
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corridor that uses this new process, so this process is simulated with HYSYS and
incorporated into the chemical complex.

The block flow diagram is given in Figure 4.33 with stream definitions from

Table 4-99.
S918
S917 NEW >
> S919
PROPYLENE >

Figure 4.33 Block Diagram of New Propylene Process

Table 4-99 Description of Process Streams in New Propylene Process

Name of Streams  Description
Input Steams

S917 Propane to new propylene process

Output Streams

S918 H, produced from new propylene process

S919 Propylene produced from new propylene process

C-13-2-2. Material Balance and Energy Balance

Using the parameters in Table 4-100, the material balance and energy balance
of new propylene process are given in Table 4-101.

In Table 4-101, the overall material balance for the whole process is given
first. For the species material balance obtained using the reaction equations (4-86), the
first equation is for the CsHg balance; the second one is for the H, balance.

In the overall energy balance, Qpppnp 1S heat input of the new propylene
process in the form of steam in heat exchanger and distillation column reboilers for the
heat supply for the endothermic reaction and product separation, which is calculated

from the energy balance. Q. 1s the heat output removed by cooling water in heat
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exchanger and distillation column condensers for product separation in the new
propylene process based on the unit of propylene product, 5.8 MJ per lb of propylene
(Indala, 2004). In enthalpy functions, the coefficients a;, a,, as, as, as, and b; for
different species are given in Table A-1 in Appendix A.

In the material balance part, there are 3 variables and 3 equations including one
dependent equation (overall material balance), so the number of degrees of freedom is
1. For the material and energy balance, there are 10 variables and 7 equations
including the dependent overall material balance, so the number of degrees of freedom
is 4.

Table 4-100 Parameters in New Propylene Production, from C & EN (2003) and

Indala (2004)
Name  Meaning Value
Overall propane conversion rate in new propylene process 1
Propylene selectivity in new propylene process 1

Table 4-101 Constraint Equations for New Propylene Production

Material Balance
Overall Fy; —(Fy s + Fy9) =0

Species 13
P CiHsg: B, ————2—mw(C,H,) =0
mw(C;H)
2: imW(Hz) —Fys =0
mw(C;H)
Energy Balance

Overall (Fg(gz) /M(Hz)Hg{é) + F9(1C93H6) /M(Csz)Hg(f;Ha)) _ F9(1C73Hx) /M(Caﬂx)Hg(f;Hs)
(C3Hy) —
+ Qomem3 ’ _QPPEND =0

Enthal , . ‘ . ‘ 4 bi
o H, (T) = (a, +%a;T+%a;T2 +%a;T3 +%a'5T4 +?1)RT J/mol

Function

1 = C3Hg, Hy, C3Hs
k=917,918, 919
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C-14. Sulfuric Acid (Superstructure) (Hertwig, 2004)

Because there were S and SO, from two gypsum reuse processes (Process C-3-
1 and C-3-2) as feedstocks to sulfuric acid plant in the superstructure, these streams
were added as input streams compared to the process in the base case with the
corresponding mass and energy balance changes given in this section.
C-14-1. Process Description of Contact Process for Sulfuric Acid

The block diagram is shown in Figure 4.34 with the stream definitions in Table

4-102.
FRASCH S2
MINES/ >
WELLS S4 S14
A I 4>
S7 S15
CLAUS $3 | —2L >
RECOVERY S61g S16g
—> —
S66 SULFURIC S17
— > ACID >
S405 S67s
—> —
S411 S77s
—> —
S412 S803
—> —

Figure 4.34 Block Diagram of Contact Process to Produce Sulfuric Acid
(Superstructure)

C-14-2. Material Balance and Energy Balance
The material balance and energy balance equations for this process are given in
Table 4-103. The only changes compared with the one in base case are the input of S

and SO, from two gypsum reuse process.
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In the material balance part, there are 26 variables and 23 equations including
one dependent one (overall material balance). So the number of degrees of freedom is
4 for the material balance part. For the material and energy balance, there are 38
variables and 29 equations including the dependent overall material balance. The
number of degrees of freedom is 10.

Table 4-102 Description of Process Streams in Contact Sulfuric Acid Production
(Superstructure)

Name of Streams  Description

Input Streams
S2 S from Frasch mines/wells to sulfuric acid process (SAP)

S3 S from Claus recovery to SAP

S4 Total S to SAP

S7 Dry air to SAP

S61g boiler feed water (BFW) to SAP

S66 Process water to SAP

S405 SO, from sulfuric dioxide recovery process

S411 SO; from sulfur and sulfur dioxide recovery process
S412 S from sulfur and sulfur dioxide recovery process

Output Streams
S14

H,SO4 solution produced from SAP

S15 Vent gases exiting from SAP

S16g Low pressure steam (LP) (40 psig) exiting from SAP

S17s High pressure steam (HP) (600 psig) exiting from SAP

S675 Boiler blowdown H,O from SAP

S77s Intermediate pressure steam (IP) (150 psig) exiting from SAP
S803 Impurity of sulfur from SAP

Table 4-103 Constraint Equations for Contact Sulfuric Acid Production

(Superstructure)

Material Balances

Overall

(F4 + F7 + FSﬁl + F66 + F405 + F411 + F412)

- (F14 +F5+F +E; +Ey +Fopp + F803) =0
where F, = F% + F;™ + F{°° + F}*)

_ =(H,80,) (H,0)
1:14—1:142 ) "'1:142

_pMN) | RAD |, (€0, | R(S0,)
F15 _F152 +F15 +Fl5 ’ +F15 ’
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Table 4-103 Continued

Material Balance (Continued)

Heat Exchange (boiler feed water and steam balance)
(Fs +Fp7 + Fsg + Fo) —Fy =0

_p@
FS61 - FS61 + FS61

Species 32.06 32.06
S (F, (1-SIPSA) +F,), + M(Fms +F,0)) - MFS{ZSOU
3206 F60) _
64.06
H,O(process water) : F,, —%F&Hﬁo“ ~F}2? =0
32 32 32
0,: F7(OZ) + 64.06 (F405 + F411)_ (1-5) 98.08 Fl(FZSO4) - 64.06 Fl(SSOZ) =0

Ny: F§? —F™ =0
Ar: F —F* =0
CO,: FS% —F =0
. SO2EMSA

SO, :
2000
Impurity: F,; =F, xSIPSA

(H,80,) (80,) _
F142 ) _FIS #=0

Heat (Fy +Fy)
RO S16 s17/)
Exchange BFW: Fg —(1 _BBLSA) =0
HP: F,, - (12)(1-HPBTSA) F000 —
SHPSA
IP: F,,, - IPCAPSA x IPHRSSA(12) F00 _
(3400)
LP: F,, - (12)HPBTSA RSO0 _
SHPSA
Blowdown H,0: Fy; = BBLSA x F;)
Energy Balance
Overall 1
M (H29) FS(ZZO)H(SEIZO) - (FsmH(LP) + anH(HP) + FS77H(IP)
1
’ M (H:0) FS(?720)H(512720) ) = Qsacp =0

where M' is molecule weight, 1 = H,O
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Table 4-103 Continued

Energy Balance (Continued)
Enthalpy
Function

; S DRV BT URTECOS INVEVRN
HM=(@ +—a,T+—-a;T"+—a,T"+—a.T" +—)RT J/mol
k()(122 e e 52 T)

where R is gas constant
T is temperature

1=H,O

k=161, 67

H™(T) = ((72.558 + (0.5)(=0.66244)T + (%)(0.002562)T2 +

)(8.3145)T

(0.25)(~4.3659E — 06)T* + (0.2)(2.7818E — 09)T* + (—LTS%)

—1893) +((=0.007)T? +(2.7838)T + 2292.0563)
Jig

H™(T) = ((72.558 + (0.5)(=0.66244)T + (%)(0.002562)T2 +

18.02

(—41886)
T

(0.25)(—4.3659E — 06)T" + (0.2)(2.7818E — 09)T* + )(8.3145)T

1
18.02

—1893) +((=0.007)T? +(2.7838)T + 2292.0563)

Jg
H™ (P, T) = 2.326((5.32661)((T —273.15)(1.8) + 32) — 0.2839015P
—(7.352389E — 03)((T —273.15)(1.8) + 32)* + (3.581547E — 06)
(T =273.15)(1.8) + 32)* — (7.289244E — 05)P* + (4.595405E — 04)

((T —273.15)(1.8) + 32)P) — 15861.82

J/g, P:psia
Note: LP and IP have no super heat, from Meyer, et al. (1977) and
McBride, et al. (1993); HP has super heat, from Chen (1998).

C-15. Granular Triple Super Phosphate (GTSP) (Superstructure) (Hertwig, 2004;
Brown, et al., 1985)

C-15-1. Process Description
Because there